Braz J Phys (2014) 44:832-894
DOI 10.1007/s13538-014-0239-1

B~

SOCIEDADE BRASILEIRA DE FISICA

PARTICLES AND FIELDS

The Quasi-Maxwellian Equations of General Relativity:
Applications to Perturbation Theory

M. Novello - E. Bittencourt - J. M. Salim

Received: 24 March 2014 / Published online: 8 August 2014
© Sociedade Brasileira de Fisica 2014

Abstract A comprehensive review of the equations of
general relativity in the quasi-Maxwellian (QM) formal-
ism introduced by Jordan, Ehlers and Kundt is pre-
sented. Our main interest concerns its applications to the
analysis of the perturbation of standard cosmology in
the Friedman-Lemaitre-Robertson-Walker framework. The
major achievement of the QM scheme is its use of com-
pletely gauge-independent quantities. We shall see that in
the QM-scheme, we deal directly with observable quan-
tities. This reveals its advantage over the old method
introduced by Lifshitz that deals with perturbation in the
standard framework. For completeness, we compare the
QM-scheme to the gauge-independent method of Bardeen,
a procedure consisting of particular choices of the perturbed
variables as a combination of gauge-dependent quantities.
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1 Introduction

There are two formal ways to deal with the dynamics of
General Relativity, which we call the Einstein frame and the
Jordan-Ehlers-Kundt frame (JEK frame, for short):

e The Einstein frame (1915) corresponds to a second-
order differential equations relating the curvature tensor
to the energy-momentum tensor

e The JEK frame [79, 80] relates the derivatives of the
conformal Weyl tensor to the derivatives of the energy-
momentum tensor using Bianchi’s identities.

Although the JEK formulation was proven equivalent to
general relativity (GR) by Lichnerowicz in the early 1960s,
its role in the development of applications have been less
active than one could expect. This may have happened
because almost all introductory books on GR fail to present
the JEK frame as an alternative formulation of gravitation.
Indeed, only a few advanced books—cf. Zakharov [164],
Choquet-Bruhat [35] and Hawking-Ellis [64]—show an
overview on this. In particular, as a direct consequence, the
great majority of perturbation-theory analyses completely
ignores the possibility of using the JEK frame to develop a
consistent, worldwide method.

The main goal of the present review is to make the
JEK frame a little more popular in the realm of Friedman-
universe perturbation theory. Indeed, the Lifshitz-Bardeen
method and the JEK frame, under the same initial condi-
tions, give the same results for perturbations in the linear
regime, as we shall see in Section 3.4.3. The main interest in
JEK rests on its unambiguous way to deal with perturbation
within the standard cosmological FLRW scenario.

Alternatively, the JEK-frame is called the quasi-
Maxwellian version of general relativity. The reason for this
name is manifest, given its striking similitude to Maxwell’s
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equations of electrodynamics as can be seen in Marteens
and Bassett [92]. The Appendix exploits this similarity
to exhibit an example of modification of general relativ-
ity by extending further the analogy to the case of the
electrodynamics inside a dielectric medium.

This paper is summarized as follows: we concen-
trate our attention on the (cosmological) perturbation
scheme presented in Section 3, although we will describe
some examples of well-known solutions—Schwarzschild,
Kasner and Friedman (singular and nonsingular)—
according to the JEK frame (cf. Section 2) to show how this
method could be used to obtain new solutions of general
relativity (details of this discussion in Section 4).

1.1 Definitions, Notations and a Brief Mathematical
Compendium

We start out with a list of the definitions in this review:

e The structure of the space-time is represented by a Rie-
mannian geometry g,,(x%*), with Lorentzian signature
(+7 _’ _’ _);

e The Levi-Civita tensor 1,vq8 = +/—& €uvap, Where g
is the determinant of g, and €44 is the completely
antisymmetric pseudo-tensor, €p123 = 1;

e The Christoffel symbols are defined by Fg M
%gak(gﬂk,u + gur,p — gﬂu,k);

e The geodesic equation is
d>xH u dx® dxP

+ —— =0
di? “B dn dx
e The Riemann tensor is defined by

R gy = F%M,v - ng,u + Fﬁ‘,Féﬂ - szrgv;
The traces of Riemann tensor define the Ricci tensor
R,y = R% 1y and the curvature scalar R = R%;

e The decomposition of the energy-momentum tensor
into irreducible parts, with respect to a normalized
observer field V¢, is given by

Ty = pVuVy — phyy + Viugy) + T,

where p is the energy density, p is the isotropic pres-
sure, g, is the heat flux, and 7, is the anisotropic
pressure. We use parentheses “()” for symmetrization
and brackets “[ ]” for skew-symmetrization.

e The Weyl tensor is defined by

1
Motﬂuv + _Rgaﬂuv,

Wapguy = Rapuv — 6

where

ZMaﬁ/w = Ropgpv + Rpv&ap — Rov&pu — Rppu8av

and

8apuv = 8an8pv — Sav8pu-

833
The dual is denoted by
* 1 po
afuv — 5770!/5 Woo -
Note that W;;g wv = Wep ;v.
e The electric and magnetic parts of the Weyl tensor are,
respectively,

Eup = —Woupy VHVY
and

Hyp = — Waups VIV,

e The tensor defined by £, = g,» — V.V, projects ten-
sorial quantities in the rest space X of the observers.
Note that 4, VY = 0and h,,hY ) = hys.

e Einstein’s equations (EE) are given by

1
R,uv - ERg/w + Ag;/.v = _kTuw

where A is the cosmological constant and k =
8t G/ ¢*, which we shall set equal to 1, unless stated
otherwise.

e The covariant derivative of V,, can be decomposed into
its irreducible parts, that is,

1
View = opy +op + gehw +auVy,
where § = V%, is the expansion coefficient,

0
hhE Via.p) — Fhu

| =

O
is the shear tensor and

1
Dpy = Ehzhf Via: g1

is the vorticity and a* is the acceleration.

One can use the above-defined quantities to obtain the
evolution equations of the kinematical quantities:

e Raychaudhuri equation
02 1

é+?+202+2w2—a”;u—

——§(p+3p), (D

where 202 = o*Voy,, and 202 = o™ w,, and X =
X o V¢ (this last definition will be used throughout the

text).
e The evolution of the shear tensor is

1
ho "hg V60 + §h0‘ﬁ (ak;k —20% — 2a)2>
1 @y v
+ aqapg — Eha hﬁ (au;v + av;u)

2 1
+ 3000p + 0apo” p + wapo'p = —Eop — S Tap.
)
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e The evolution equation for the vorticity tensor is given
by the expression

. 1 2
ho "heg Y ou, — Eha Hhg V(auy — av ) + gewa,g
— O‘lgua)ua + O'auwﬂﬁ =0; (3)

e These kinematical quantities must satisfy three con-
straint equations:

2

ge’uhM}L_ (Uay + o” )’);o{ hyk_av(O-XU +CUAV) = —4qx;

(€]
@% .y +20%y =0, Q)
where 0% = —%n"‘ﬁy‘swﬁy Vs and

1
_Eh(r €h;) a’?e ﬁyvVv(O'a/S + a)aﬂ);y + A(rw) = Hzy;
(6)
e The conservation law of the energy-momentum tensor

expressed in terms of its components is the conservation
equation

P+ (p+p)o +qMV/L +qa;a_7leU/w=0, (7)
and the generalized Euler equation
(p+ plag — P,/Lhua + thMot +0q0 +q "0

+q ey + 70 "+ 70 Ve =0 (8)

These formulas summarize the kinematical part of the QM-
approach. Now, we shall focus on the dynamical equations
in terms of the Weyl tensor.

1.2 Quasi-Maxwellian Equations

The quasi-Maxwellian equations [65, 79, 80, 122, 141] are
obtained from Bianchi’s identities written in terms of the
Weyl tensor, i.e., from the expression

1 . 1
Waﬂuv;v — ERu[ouﬁl _ _gu[aR,ﬁ]_ 9)

12

Substitution of the Einstein equations on the right-hand
side then yields the equality

Waﬂuv;v — _%Tu[a;ﬁ] + ég“[“T”S]. (10)

From a practical viewpoint, we find it convenient to
project these equations with reference to a vector field
V¢ and its orthogonal hyper-surface of spatial metric /.

@ Springer

There are four possibilities to do the decomposition and,
therefore, four linearly independent equations:

e The projection VgV, hy 7 gives
R Egi.yp + 06 g VEH 05 + 3H w,

1 0 1
— ghél){p’a + gqé + _E(O_Ev _ 30)6U)q1}
1 1
+ Ene“au + Eh“"na Yoy (11)
e The projection 7% 5 V,, V; yields

hE“h™ Hys.oy — 0 puw VP EV o5 — 3E w,
1
= (0 + P = 0P Vigup

1
+ Enf““(owg +wup) o Vi; (12)

e The projection h,, ©n?*

ap Vi gives
. 1 .
b by PHM + OHT = D Hy R VI
+ n}LUM}/ nG,BTOt VM V‘[ Haygvﬂ +

1
—agEp (Anf)yaﬁvy + iEﬂ M;ahgnk)yﬁtﬂvy

+ 408 1P Vugo + j—th”(en“aﬂ“ ViTva:p
(13)
e The projection Vgh, (:hs)e yields
hy €hy *EF 4 E* — %EV €ph) vy
+ Y BTV, Ve Egy 00 +
+ agHg CyOreby, — %Hﬂ K hETeB Y,

— lhe)»
6

1 1 1
=50+ P+ 2qCa? — R g

(C]M;/L - qﬂau - nﬂvalw) +

2
1 € Ao 1 (e .M
+ Eha hy “tH 4+ Znﬂ o™F +

1 1
= 77 EMP 4 gen“. (14)

Equations (11)—(14) are the QM equations. We will now
show that the QM-formalism is consistent and equivalent to
the dynamics of general relativity.

1.3 Equivalence between QM Equations and GR

The QM formalism is supported by the theorems mentioned
in this section. While the quoted references are mostly inter-
ested in its formal aspects, here we shall focus on the
physical results.
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Following the steps taken by Lichnerowicz [88] to prove
the equivalence between QM equations and GR, we first
consider a manifold M with n 4+ 1 dimensions endowed
with a hyperbolic metric g, satisfying Einstein’s equations
and assume that a hyper-surface ¥ has the local equation
f(x%) = 0. We assume that the discontinuity of the deriva-
tives of g,, when it crosses X is given by Hadamard’s
conditions, i.e.,

[g;w,a,ﬁ]E = a;wf,ozf,ﬁs (15)

where the amplitude of the discontinuities a,,,, under local
coordinates, transforms as

alyg = JL TS @ + tuly)). (16)

where [, = f ;.
The discontinuity of the Jacobian matrix J4 is defined
by the equation

[J;fﬁ’y]z = tM14lpl, . (17)

where #, is an arbitrary vector.
As a consequence, we find the following the discontinu-
ity relations for the Riemann tensor:

1
[Rotﬂ;w]z = E(aaulﬂlk + aﬂklalu - aaklﬂlu - aﬁulo{l)\)7
(18)

and for the Ricci tensor:

1
[Ropls = Egpd (aaplpls + agolaly — apolply — anglpls).
(19)

Einstein’s equations for an empty space-time on X imply
that [R,v]x = O, if and only if the null vector [“ is an
eigenvector of the matrix a,,, that is, if and only if

ﬁ a
aaﬂl = Ela’ (20)

where a = g*Vay,.

Equation (20) shows that the coefficients of the discon-
tinuity are not arbitrary. Let us analyze the discontinuity
relation imposed by the Bianchi identity for the Riemann
tensor. First of all, consider f(x*) = 0 as the local equation
of the hyper-surface X. From the definition of /4, it has null
vorticity, i.e., [[o;) = 0. The cyclic identity applied to the
discontinuity of the Riemann tensor implies that

lp[Ra,B)LM] + lA[Raﬁup] + lu[Raﬂp)»] =0, (2])
and
1,[R? 1apl = 0. (22)

The covariant derivative of (21) yields

(l,o[Rotﬁ)»/A] + lA[Raﬂup] + I/L[Raﬁpk]);v =0. (23)

We contract the indices p and v and then, considering that
the Einstein equations for an empty space-time (R, = 0)
holds on X, obtain

2lp[Ra/f5AM];p + lp;p[RaﬁAu] =0. (24)

Equation (24) tells us that if [Rygy,] vanishes at some
point x of X, then it vanishes along the entire isotropic
geodesic through x.

In the general case, for which [* can either be space-type
or null-like, we have the following result: let Q2 be an ori-
ented hyper-surface in the space-time intersecting ¥ (x* =
0) and defining a two-surface U. If one gives Cauchy’s
data g, and g5 on 2, such that crossing on X the sec-
ond derivatives admit the discontinuities [g4g,00] = (Gup) =,
then aqg on U must satisfy the condition

( a4 )1" =0 25
a/w_zg/w v 25)

Equivalently, if for all points x of U one gives the tensor
[Roguv]y admitting as fundamental vector (/*)y, which is
zero when contracted to the Riemann tensor, then the con-
sidered Cauchy data correspond to the solution of Einstein’s
equations such that the curvature tensor, when crossing %,
admits a discontinuity [Rgg,.v]. The tensor [Rypv] is nec-
essarily the solution of (24) corresponding to the initial data
[Raﬁ uv]U .

The above results for non-empty Einstein’s equations
Gy = —kT,, are easily proven, given the continuity of
T, through X and can be found in Lichnerowicz [88] or
Novello and Salim [119]. From these considerations, we can
draw the following lemma:

Lemma (Lichnerowicz) Bianchi’s identity together with
the convenient Cauchy data represented by (25) are equiva-
lent to Einstein’s equations.

This is the main result that will be used in this review.
As an application of this method to deal with the quasi-
Maxwellian formalism, we next analyze a few special
solutions of the equations of general relativity.

2 Particular Solutions of GR from QM Equations

As specific examples of how the QM equations work, we
reproduce certain known solutions of the general relativity
theory using the quasi-Maxwellian framework. Our task is
simplified in Gaussian coordinates, for which gg, = 52
and, moreover, a foliation described by the observer field
Vi = 86‘ . We use this coordinate system to deduce all the
solutions in this section.

@ Springer
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2.1 Schwarzschild Solution

In a Gaussian coordinate system, the Schwarzschild metric
takes the form

ds®> =dT? — B(T, R)YdR*> — r*(T, R)dQ*. (26)

A geodesic observer in the metric (26) is V#* = 8(’; . The
expansion coefficient 6 is given by the expression
o 1 (B N 4 @
N B r)’
where Y (T, R) = 9Y/9T.

Using the metric (26), we write the corresponding shear

tensor o, and the electric part of Weyl tensor £/, in the
matrix form

10 0
' 1=raR|0o-1 o |, (28)
00 —3
and
10 0
[E =g, R)[0-1 0 |, (29)
00 —3
where
1 /B 2
f(T,R)=§<§—7), (30)
and
12g(T,R)=_2£+B_2_4r_N+2i£+ rB
B B2 rB r B r B2
+4f—i—4ﬁ+4ﬁ (31)
r r2 r2 r2B’

Here, Y/(T, R) = 0Y/9R.

The magnetic part of Weyl tensor Hyg, the vorticity weg
and the acceleration a* are identically zero. The set of
quasi-Maxwellian (11)—(14) reduces to the form

/
g+ 3r7g =0, (32a)

§+3.g=0 (32b)
r
The evolution equations of the remaining kinematical
quantities are provided by the Raychaudhuri equation and
the shear evolution

é+92+3f2 0 (33a)
N — =0, a
3 2
. fr 2
f‘i‘?‘f‘gef:_g' (33b)

Finally, the only nontrivial remaining constraint equation
is

/ r/ 2/
fl4+3-f =30 =0. (34)
r

@ Springer

This is but the Schwarzschild solution in Gaussian coor-
dinates. Indeed, the functions B(T, R) and r(T, R) are
obtained by imposing the Lichnerowicz condition

(R = 0) (35)
Ty
on the Cauchy surface T = Ty
It then follows that
r/2

BeE(T,R) = ————, 36

e(T, R) T+ FR) (36a)
re(T,R) = —/F +ru/r, (36b)
rg(T,R) = w' (R)\F +ru/r, (36¢)

where F'(R) and w(R) are arbitrary functions and ry is an
arbitrary constant.! These expressions play the role of initial
conditions on the Cauchy surface, such that the functions
Bgum and rppy must be equal to Bg and rg on Ty, and then,
they are evolved to the entire space-time.

From (32a, 32b), it follows that

§=—"73 37

where k is another arbitrary constant.
From (34), we have that

r/2

=TT h®) %)

where A (R) is an arbitrary function.
One can write (33a, 33b) in terms of the functions B and
r, as follows

B 1B? 2r _ 3 (39a)
B 2B % 4
B 1B 4V =0 (39b)
B 2B r

Substitution of (38) in (39b) yields
i;/ r/
r r

which can be integrated with respect to R. It results that

- a(f), (1)
r

where a(T) is an arbitrary function of 7.

We introduce the subscript indexes E and QM to distinguish the solu-
tion of the Einstein equations valid only on the Cauchy surface and the
solution propagated by the quasi-Maxwellian equations, respectively.
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Subtraction of (39a) from (39b) followed by manipula-
tion of (38) and (37) shows that a(T') is a constant (a(T) =
—k/2). From (41), we find that

. k
iom =2y(R) + 42)

where y(R) is an arbitrary function.
We then substitute the constraint (38) in the definition of
g—(31)—and again subtract (39a, 39b), to find that

T N P2 h
2rr 1?2 p2
Substituting (42) into (43) yields the relation

h 2y
5= =5 =x(D), (44)

—0. (43)

where x(T) is an arbitrary function of T'.
Equation (42) now yields the result

dr
— = [ dT, 45
/ Vh+k/r / )
which we integrate to find that
J(hr +k k
( rh+ ro_ Sl (k +2hr + 2/ (hr + k)hr)
=T +b(R). (46)

Partial differentiation of (46) with respect to R yields the
expression

k
r’QM=b/,/h+;. (47

We still have to determine the arbitrary functions in (36a,
36b and 36¢). To this end, we set

F=0o>—-1,w(R) =R, (48)

where « is a constant parameter.
We then consider the Jacobian matrix J* g, given by the
expression

a/A —(@*—A)/A00

[Jaﬁ]E[E}z —Va?—A avel—A 00
axh 0 0 10|’

0 0 01

(49)

where x¢ = (¢,r,0,¢), ¥ = (I,R,0,¢) and A =
1 —rg/r, and map the metric given in Gaussian coordinates
by (26) into the well-known Schwarzschild solution in the
usual Schwarzschild coordinates
-1
ds? = (1 _ r—H) dr® — (1 _ r—”) drt — 2%, (50)
r r

if we make the identification ryy = 2M G /c>.

The parameter « is interpreted as the test-particle me-
chanical energy resultant from integration of the geodesic
equations.

Given the similarity between the functional forms of (38),
(42) and (47), and of (36a, 36b and 36c¢), the arbitrary func-
tions on the hyper-surface Ty are trivially determined, as
follows:

Be(To, R) = Bom(To, R) = h(R) = F(R), (51a)
re(To, R) =7om(To, R) = k = ki, (51b)
r%(T(), R) = r/QM(T(), R) = b(R) = w(R). (Slc)

The metric (26) therefore becomes

2M
r(T, R)

ds®> =dT? — (a2 —1+ ) dR? — r*(T, R)dQ?.

(52)

It is more difficult to obtain the Schwarzschild inter-
nal solution along the above steps, because the Cauchy
surface Tp for this case is different from the spherically
symmetric surface r = rp—used in Schwarzschild coor-
dinates to apply the matching conditions between the
internal and the external parts. Besides, in contrast with
the Schwarzschild observers V#* = \/gESg , Gaussian
observers do not decompose the energy-momentum tensor
as a perfect fluid, which makes calculations more cumber-
some. Indeed, the energy-momentum tensor associated to
the Gaussian observers 8(’; is

T\ = (p6 + pe)V*V" = p6guw + Viugqu) + muv. (53)

The energy-momentum tensor, decomposed in terms of
the observer field u,, = e 7R (a, 1,0, 0) is given by the
expression

T/w =(p+ P)M“MU — P8uv> (54)

where v = v (T, R) must satisfy the Tolman-Oppenheimer-
Volkov equation and « is the external parameter associated
with the co-moving test particle.

The physical properties of the fluid in the two represen-
tations are linked by the following expressions:

pG = (p+ p)ate™ — p, (55a)
PG = —%[(p +p)(1 —a?e™) = 3pl, (55b)
q' = (p+ plae’ 8, (55¢)
nli= %(1 —a?e V) diag(1, —1/2, —1/2). (55d)

Substituting these equations in the quasi-Maxwellian
equations, one exactly finds the Schwarzschild internal
solution containing some arbitrary functions. Matching con-
ditions must be used to join this solution to Einstein’s
equations on the hyper-surface. Choosing the Cauchy sur-
face T = Ty, one fixes all arbitrary functions, a procedure
that yields the Schwarzschild stellar solution.

@ Springer
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2.2 Kasner Solution

By contrast with the case of Schwarzschild metric, we shall
use the Hadamard method to obtain the Kasner solution. We
set for the Bianchi-I anisotropic metric the form

ds? = dt* — a*()dx* — b*(t)dy* — c*()dz>. (56)

In this case, there is only one nontrivial QM-equation:
the “time” evolution of the electric part of the Weyl tensor,
which reads

. 3
E* +0 E — 3 o CEY |+ hPot EY, =0, (57)

where we have considered an observer field V#* = (Sg and
T =0.
The nontrivial equations for the kinematical quantities
are
2

. 0

9+?+202=0, (58)
and

. 2 2, 2 n

Oup + Egp — ghaﬂg + 3900,/3 + oguotp =0. 59)

To obtain the Kasner solution, we set
a@®) =tP', b)) = 172, c(t) = 73, (60)
where p1, p» and p3 must satisfy the equalities

p1+p2+p3=1,
(P> + (p)* + (p3)* = 1. (61)

It is necessary to consider the Kasner solution on a
Cauchy hyper-surface t+ = fy as initial condition for (57)-
(59). One can then reduce the time evolution of E,,, ouv
and 6 to a few algebraic constraints, that is, to

EM, = —20EM,,
dMu = —0o,,
6 = —20°. (62)
Equation (62) are valid only on the Cauchy surface t =
to. Using the relations (62) in (57), (58) and (59), these
equations become just algebraic expressions for the Kasner

background. As a consequence, one can define three special
variables for the Kasner background:

2 , 1 M
Xop = Egp — ghaﬂg — 596(1}3 + 0auo’ g,

3
Yop = 0Eup + EGM(WEﬁ)lL —haﬁUuUEvﬂ,

2
W =202 — 392. (63)

These quantities, which are identically zero for the
Kasner solution (at #y), represent the minimal set of vari-
ables which contains all the information about the metric
because they come from the nontrivial equations of the

@ Springer

QM-formalism. Once Xqp, Yop and W are zero at 1y, the
QM-equation will propagate them to the hyper-surface in
the vicinity of #y retaining their null values due to their ten-
sorial features. In other words, we show that the Kasner
solution is valid for the entire space-time, according to the
theorems of Section 1.3.

2.3 Friedman Solution

Consider the isotropic metric given in the Gaussian coordi-
nate system:

ds? = di*+gi;dx dx) = di* —a>(t) [dx2 + Uz(x)dﬂz] ,
(64)

where g;; = —a’(t)y;; (x%).

The material content of this universe is represented by a
perfect fluid, with energy density p, pressure p and equation
of state p = Ap, where A is a constant.

Inspection of (11)-(14) shows that the quasi-Maxwellian
equations for this metric are identically zero because the
metric is conformally flat (we use an observer field V#* =
8(’; ). The only surviving kinematical equation is the Ray-
chaudhuri equation

.1 1
9+§92=—§(1+3A)p. (65)
The energy-momentum conservation reduces to the

equalities

p+(p+po=0a (66a)
hoe ¥ pu=0,— p=p(). (66b)
Therefore,
a 1
3= = ——(1+30)p, (67)
a 2
and
p+30 H)pg =0. (68)

Equation (68) can be integrated to yield the equality
p = poa >+, (69)

where pg is a constant.

Substituting (69) in (65), we obtain the Friedman equa-
tion
. 2 1

a €
2 273" 70

where € is a constant of integration.
Finally, we can exhibit the scale factor a(¢) in terms of a
quadrature equation

1), (71)

/ da 1 «
Vooa= TN 1 3¢ V3

where #( is a constant of integration.
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The initial conditions necessary to solve this problem are
a(t),a(t),d(t) and o (r) on the Cauchy surface. On the other
hand, we have A, €, pp and #y. Instead of specifying each
initial condition for the Cauchy problem, one can equiva-
lently fix each free parameter. This can be done if we write
the Riemann, Ricci and curvature tensors in terms of the
three-geometry of the background £, , as:

A

€
Raﬂuv = _(1—2 (hot,u hﬁu — hgy hﬂu)a

A 2e
Rﬂv = _E hﬂv,

p— 6¢

=

where we have used the following relation, which holds for
the 3-geometry:

A A 9 A

Vo Vg X, =V Vy X, = —R

Here, the symbol (") denotes projection on the hyper-surface
defined by h,,.

The explicit expression of R is obtained from the Fried-
man metric as follows

—6e=R—a’>=—4—+ = —2—. (72)

The only three possible solutions for (72) are listed in
Table 1, which joins the solutions of Friedmann equation
for different values of A and €. The constant ag, which is
written in terms of pg and 7y, takes a different value for each
solution in the table and it is commonly interpreted as the
“current size of the Universe.”

2.4 Nonsingular Solutions

There are many proposals of cosmological solutions without
a primordial singularity. The models are based on a variety
of mechanisms, such as cosmological constant, nonmini-
mal couplings, nonlinear Lagrangians involving quadratic
terms in the curvature, modifications of the geometric struc-
ture of space-time and non-equilibrium thermodynamics,
among others—cf. de Sitter [146], Murphy [104], Novello
and Salim [117], Salim and de Olivera [142], Mukhanov
and Brandenberger [101], Mukhanov and Sornborger [24],
Novello et al. [116], Moessner and Trodden [99] and Saa
et al. [144]. Recently, an inhomogeneous anisotropic non-
singular model for the early universe filled with a Born-
Infield-type nonlinear electromagnetic field was presented
by Garcia-Salcedo and Breton [54]. Additional investiga-
tions on regular cosmological solutions can be found in
Klippert et al. [84], Veneziano [157] or Acécio de Barros
et al. [2]. A complete listing of nonsingular solutions is
presented in Novello and Bergliaffa [111]. Here, we shall
analyze a few of the examples in the literature—cf. [30] and
[39], for instance—using the quasi-Maxwellian formalism.

2.4.1 A WIST Model

In the Weyl integrable space-time model (WIST)—cf.
Novello et al. [116], Salim and Sautu [143] and Fabris
et al. [S2]—as well as in string theory (Gasperini [56, 57]),
there are models that describe the geometry g, coupled
to a scalar field. In those models, there are nonsingular
solutions for an FLRW geometry. To search for a simple
bounce scenario in cosmology, described by an analytical
exact solution, we fix our attention on the background dis-
cussed by Novello et al. [116], Salim and Sautu [143],

Table 1 Fundamental quantities of Friedman Universe (Units system k=c=1)

p A € 0 a(n) £(n)

4 -1 2 3

gt 0 0 2t aon n

3 3

Zﬂ 1/3 0 E'ﬁl aon n?

6 3 si

—2(1 — cos r))*3 0 1 —&2 ao(1 — cosn) aop(n — sinn)
ag ap (1 —cosn)

3 1 3 cosn .

=3 1/3 1 = ap sinn ap(1 — cosn)
ag sin” n ag sin” n

6 3 3 sinh n .
—z(coshn -1 0 —1 —— ap(coshn — 1) ap(sinhn — n)
ag ap (coshn — 1)

3 1 3 h

S — 1/3 -1 = =0 ao sinh 7 ap(coshy — 1)
ag sinh™ n ag sinh” n
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and Oliveira et al. [127]. Basically, the model concerns
a modified Riemannian geometry with metric g,, and an
extra Weyl affinity given by the expression

1
F(’;ﬁ = { ZB} + 3 (Sga),,g + Sgw,a - gaﬂw’“) .

In the Weyl manifold, the vacuum field equations can be
rewritten in terms of a Riemannian geometry plus a term
dependent of the Weyl field @ included in the nonmetric
part of the affinity. At this level, the field equations can be
represented by a perfect fluid with the four-velocity given
by V, = duw/w?, where »® = g% w0 4 and equation
of state p = p. Originally, the scalar field is part of the
affinity. However, it is transposed to the right-hand side of
the field equations and can be interpreted as a perfect fluid.
In this case, its effective energy density emerges as a nega-
tive quantity. The quasi-Maxwellian background equations
of motion written in the conformal time are

)\2
(@)? +ea® + Z(u/a)2 =0, (73)
and
w' =ya~?, (74)

where y is a constant and A2 is the coupling constant
between the scalar field and the metric tensor.
It follows from (73) and (74) that

2
a
@) = —ea® — =3, (75)
a

where we have defined ag = Ay /6.

Only solutions with three ¢ = —1 curvatures are pos-
sible. The scale factor, solution to (73), is given by the
equality

a(n) = ay+/cosh(2n + 8), (76)

where § is a constant of integration.

The scalar factor displays a bounce produced by the
scalar field that was introduced as the Weyl part of the
affinity, due to the nonmetricity condition.

2.4.2 Nonsingular Solution from Nonlinear
Electrodynamics

The standard cosmological model, based on the Friedman-
Lemaitre-Robertson-Walker (FLRW) geometry with
Maxwell electrodynamics as its source, leads to a cosmo-
logical singularity at a finite time in the past as seen in
Section 2.3. This mathematical singularity itself shows that,
around the point of maximum condensation, the curvature
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and the energy density are arbitrarily large, hence beyond
the domain of applicability of the model. This difficulty also
raises secondary problems, such as the horizon problem:
the Universe seems to be very homogeneous over scales
approaching its causally correlated region, as pointed out by
Brandenberger [22]. These secondary problems are usually
solved by introducing geometric scalar fields (for a review
on this approach see Kofman et al. [85] and references
therein).

We now present the homogeneous and isotropic nonsin-
gular FLRW solutions that are obtained by considering a
toy model generalization of Maxwell electrodynamics—cf.
Tsagas [154] for a review on electrodynamics in curved
space-times. The model is presented as a local covariant,
gauge-invariant Lagrangian dependent on the field invari-
ants up to the second order, as a source of classical Einstein
equations. This modification is expected to be relevant when
the fields reach high values, as occurs in the primeval era of
the Universe. Consequences of the inevitability of the sin-
gularity through the singularity theorems (see, Hawking and
Ellis [64]) are circumvented by the appearance of a high
(nevertheless finite) negative pressure in the early phase of
the FLRW geometry. The influence of other kinds of matter
on the evolution of the universe are also taken into account.
It is shown that standard matter, even in its ultra-relativistic
state, is unable to modify the regularity of the resulting
solution.

Heaviside, nonrationalized units are used. The volumet-
ric spatial average of an arbitrary quantity X at a given
instant of time ¢ is defined as

1 .
X)= lim — | J/—gd’x' X, 77
(X) Vl_)mvovf gd x (77)
where V. = [./—g d3x' and V, stands for the time-

dependent volume of the whole space. An extended discus-
sion of averages in cosmological models can be found in
[15,55, 162, 163].

Averaging Process Since the spatial sections of the FLRW
geometry are isotropic, electromagnetic fields can gen-
erate such a universe only if an averaging procedure is
performed—cf. Tolman and Ehrenfest [152], Hindmarsh
and Everett [67]. The standard way to do this is simply to set
the following mean values for the electric E; and magnetic
B; fields:

(E)=0, (B)=0, (EBj)=0, (78)
1 5
(EiEj):_gE 8ij» (79)
and
1
(B,-Bj)z—ngg,-j. (80)
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The energy-momentum tensor associated with Maxwell
Lagrangian is given by the equality

1
Ty :FMQF‘XV—FZFgMV’ (81)

where F = F,,F*V =2 (H? — E?).

From the above average values, it follows that (81)
reduces to a perfect fluid configuration with energy density
0y and pressure p, as

(Tp,v> = (py + py)VuVo — Py &uv» (82)
where

1
Py =3py =3 (£2+B%). (83)

From the Raychaudhuri equation, we can see that the
singular nature of the FLRW universes comes from the
positive definiteness at all times of both the energy den-
sity and pressure. The Einstein equations for the above
energy-momentum configuration therefore yield

a(t) = /a2t — et?, (84)

where a, is an arbitrary constant.

Nonsingular FLRW Universes Nonlinear generalization of
Maxwell electromagnetic Lagrangian will be considered up
to second-order terms in the field invariants F and G =
gy FP 1Y = —4(E - B) as

1 2 2
L=—;F +aF +pG’, (85)

where o and 8 are arbitrary constants.> Maxwell electro-
dynamics can be formally obtained from (85) by setting
a = B = 0. Alternatively, it can also be dynamically
obtained from the nonlinear theory in the limit of small
fields. The energy-momentum tensor for arbitrary nonlinear
electromagnetic theories reads

T/Lv = _4LFF/1. “ av +(GLg — L)g,w, (86)

where L r represents the partial derivative of the Lagrangian
with respect to the invariant F' and similarly for the invariant
G. In the linear case, (86) reduces to the usual form (81).
Since we are mainly interested in the analysis of
the early-universe behavior of this system, where matter
should be identified with a primordial plasma—for instance,
Tajima et al. [150], Giovannini and Shaposhnikov [58] and
Campos and Hu [31]—we are led to limit our considerations
to the case in which only the average of the squared mag-
netic field B? survives, as it was done by Tajima et al. [150],

2If we consider that the origin of these corrections comes from quan-
tum fluctuations, then the value of the constants « and 8 are fixed—see
Heisenberg and Euler [66].

Dunne [43], Joyce and Shaposhnikov [81], Giovannini and
Shaposhnikov [58] and Dunne and Hall [42]. This is for-
mally equivalent to setting E> = 0 in (79). Physically,
it amounts to neglecting the bulk-viscosity terms in the
electric conductivity of the primordial plasma.

The homogeneous Lagrangian (85) requires some spatial
averaging over large scales, as given by (78)—(80). If one
intends to make similar calculations on smaller scales, then
either more involved nonhomogeneous Lagrangians should
be used or some additional magneto-hydrodynamical effect
introduced, as was done by Thompson and Blaes [151] and
Subramanian and Barrow [149], to achieve correlation at the
desired scale (see Jedamzik et al. [76]). Since the averaging
procedure is independent from the equations of the electro-
magnetic field, we can use the above (78)—(80) to come to a
counterpart of (82) for the non-Maxwellian case. The aver-
age energy-momentum tensor is identified with the perfect
fluid (82) with the following modified expressions for the
energy density o, and pressure p,,:

P, = %32 (1 - SaBz) , (87)
and
Py = éBZ (1 _ 4oa32) . (88)

Insertion of (87) and (88) in the continuity equation (66a)
for a Friedman model yields the relation

B,
B=—, (89)
a

where B, is a constant.
With this result, a similar procedure applied to (70) leads
to the expression

kB? 8a B2
Q2 = “(1— “ 0)—6, (90)

6a? at

where k is the Einstein constant.

Since the right-hand side of (90) must not be negative, it
follows that, regardless of €, for @ > 0, the scale factor a(z)
cannot be arbitrarily small.

The solution of (90) is implicitly given by the
equality

a(t) dz
a:i/ o1)
ao

kB2  BakB2 ’
VEz ~ g6 "€
62 67
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where a(0) = a,. To recover the linear case (84) from
(91), we have to set « = 0.

(x1 — x3)& (arcsm

Z— x1 X1—X2 Z—X] X1—X2
/XI_X?>+x3]-' (arcsm /x —, /x] x})

From (91), for ¢ = %1, the following closed form can be
derived:

ct ==+

A/X1 — X3

7=d?(1) ’ (92)

z=a?

where x1, x» and x3 are the three roots of the equation

8akBY — kB2x + 3ex? = 0 and

sin x dz
Flx, k) = ,

0 Va- zz)(l —x222)
sin x
1 —
E(x, k) = / LN ©3)
11—z

are the elliptic functions of the first and second kinds,
respectively, (see expressions 8.111.2 and 8.111.3 in
Gradshteyn and Ryzhik, 1965). Figure 1 shows a(t) for
€ ==*1.

For the Euclidean section, suitable choice of the time
origin yields the following solution to (91):

[2
a’> = B, 3(kc%2 + 12a), (94)

0.2
0.18 -
0.16 -
0.14 -
0.12 1

0.11
0.08 -
0.06 -

0.04

0.02 1/

002 0.04 0.06 0.08 0.1 012 0.14 0.16 0.18 0.2
t

Fig. 1 Function a(¢) resulting from (91) for the illustrative choices
a(l) = 1,kB? = 12 and @ B2 = (0; £1,25.107%)
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and (89) yields the following expression for the time evolu-
tion of the average-strength magnetic field B:

, 31

I S 5
2 kc2t? 4+ 12« ©3)

Equation (94) is singular for « < 0, as a(¢) becomes
arbitrarily small at the time ¢t = /—12a/kc? for which .
For « > 0, at t+ = 0, the radius of the universe attains a
minimum d,,;,, given by the expression

mm - B \/_ (96)

The minimum radius a,,;,, depends on B,, which turns
out to be the only free parameter of the present model.
The energy density p, given by (87) reaches its maximum
Pmax = 1/64« at the instant ¢t = #., where

te = Vo (Cn)

For smaller 7, the energy density decreases, vanishing
at t+ = 0, while the pressure becomes negative. Only for
times < 10y/a/kc? are the nonlinear effects relevant for
the cosmological solution of the normalized scale factor, as
shown by Fig. 2. Indeed, the solution (94) fits the standard
expression (84) for the Maxwell case at the limit of large
times.

For o # 0, the energy-momentum tensor (86) is not
trace-free. Thus, the equation of state p, = p,(p,) is
no longer given by the Maxwellian value. It contains,
instead, a quintessential-like term—see Caldwell et al.
[28]—proportional to the constant «, that is,

1 16
py =30y — 3B (98)

Equation (98) can also be written in the form

1

Py = 3Py —

. {(1 — 3ap,)

F =20 — 1)]1J/T = 64otpy} ,

99)

24

where ©(z) is the Heaviside step function.
The right-hand side of (99) behaves as (1 — 64ap,)p, /3
for t > . in the Maxwell limit ap, < 1.
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Fig.2 Left panel time dependence of the electromagnetic energy den-
sity o, and pressure p, with ppax = 1/64a and 1. given by (97).
Right panel nonsingular behavior of the scale factor a(¢). The dividing

The maximum temperature corresponding to t = f. is
given by

T c 1/4
max — (240l0') s

where o is the Stefan-Boltzmann constant.

From the cosmological point of view, therefore, only in
the primeval era of the universe do the consequences of
the minimal coupling of gravity with second-order nonlin-
ear electrodynamics propose relevant modifications. Indeed,
the class of @ > 0 theories leads to nonsingular solutions
for which the scale factor a(¢) attains a minimum. The reg-
ularity of this cosmological solution is due to the quantity
p + 3 p becoming negative for a certain interval of time.

(100)

3 Perturbation Theory in the QM Formalism

Since the original paper of Lifshitz and Khalatnikov [89],
it has been common practice to consider variations of
such nonobservable quantities as §g,,, at the outset of the
perturbation theory of Einstein’s equations of general rela-
tivity. The main drawback of this procedure is mixing true
perturbations with arbitrary coordinate transformations. A
solution was found by looking for gauge-independent com-
binations, which have been written in terms of the metric
tensor and its derivatives by many authors (cf. Hawking
[65], Jones [77], Olson [128], Bardeen [9], Brandenberger
[23], Vishniac [73] and Mukhanov [101]). Nowadays, this

843
X 37 ,
\ //
\\ /
s \ 2.5 /
— \ /
\ /
t/te 10 b
\
A()/A min \ 21

051

-0 8 -6 4 2 0 2 4 6 8 10
t/t,

factors ay,;, and z. are given by (96) and (97), respectively. For com-
parison, the dashed line shows the corresponding classical expression
(84) with a, = amin

gauge-invariant approach can be easily compared with
observational data, as detailed by Tsagas et al. [155].

The fundamental element of the gauge problem in RG
perturbation theory was clearly, geometrically detailed by
Stewart’s Lemma [147, 148]: gauge invariant variables
(scalars or not)3 are those which are identically null on the
background. After that, in Stewart’s sense, Hawking [65]
used the QM equations to argue that the applicability of this
alternative RG formalism is restricted to the standard cos-
mology problem—the problem of a homogenous, isotropic
and conformally flat case.

Although strictly correct, this argument left the QM
formalism in disadvantage relative to the other methods
based on the Lifshitz program and justified the wide use of
the complex Newmann-Penrose formalism [106]. Nonethe-
less, we can prove that some objects of this formalism are
physically unobservable.

Here, we will follow a simpler and more direct path,
which corresponds to choosing, from the beginning, as
the basis of our analysis, the gauge-invariant physically
observable quantities. The dynamics for these fundamental
quantities will then be analyzed and any remaining gauge-
dependent objects that can be dealt with will be obtained
from the fundamental set.

3We shall refer to the gauge-invariant (gauge-dependent) variables as
“good” (“bad”) ones, a terminology inspired in the Stewart’s Lemma
[148].
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There are basically two fundamental approaches along
which the perturbation theory can be developed: one of them
makes use of Einstein’s standard equations [89] and the
other is based on the equivalent quasi-Maxwellian descrip-
tion (cf. Jordan [78], Hawking [65] and Novello and Salim
[118]). In this paper, we will focus on the second approach.

3.1 Perturbed Quasi-Maxwellian Equations

We state here the perturbed linearized quasi-Maxwellian
equations for gravity, which shall be used in the following
sections to treat the dynamics of the perturbed quantities.
We write all the dynamical variables in the form

A(perturbed) = Abackground) + (8A).

Straightforward manipulations yield the following per-
turbed QM equations:

1 .
hu P GEM) +OGE™) =SB, RP VI

%
"+'§77'3‘}1/“6770”/1)L VuVi(BEe)hyy +

1 _
_E(SHAIL);th(aTIﬂ )W)‘VT

1 1

=50+ P o) + —gh“ﬁ(éq“);u
] 1

_Zh“("‘hﬂ)u(&]u);v + Ehwhﬂu(‘sﬂuv).

+é9 (67°P) , (101)

1 .
h PO 40 (SHP) = 5 (8H, ) nP), Vi

0
+§n’3”’“n“””VM Ve (8Hey)hiy +

1 _
_E (SEAM);I hu("‘nﬁ )TV)»VV

1
= Zh”“nﬂ““vu(ma;f . (102)

1
(8Heup):wh*h™ = (0 + p)(S0®) — Enmﬂ“vu@qupa);,s ,
(103)

and
1 1 1
(8 Eap):oh* I = 2(3p) ™~ p3V) =290 BV V*

1 0
+§h8a(8n"“);ﬂ + g(éqs) . (104)
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The perturbed equations for the kinematical quantities
are

. 2 14 3A
(80)* + 6V + 59(59) —(8a"); = —%(Sp) ;
(105)
. 1 o 1 ap B
(bou) +§h/w(5a )ia — 5(5a(a);ﬂ)hu hy
2 1
+§9(50W) =—0Ew) — 5(57%), (106)
e 2 “ ! auBy
b™)® + 50(&0 )= En (bag);y Va , (107)
2 N 2. 2. One 0
5(89)_}}1 w = 59(5‘/#) + 59(5V )3y
— (80%p +80%p). 1y = —(8q,) . (108)
Bw*).q =0 (109)
and

1
(6Huy) = _Eha(uhﬂv)((aaay);x + (Sway);x)nupﬁs”’\Vg .
(110)

The perturbed equations for the conservation of the energy-
momentum tensor yields the relations

(80)°+ 5BV +0p+8p) + (p+ p)(86) +(8¢%).a = 0,
(111)

and
PGV +p.006V8,° — 6p) gh? u + (o + p)(Bay)
(04 + 30060, + by (67, = 0.
112)

We will next present a few examples of how this pertur-
bation method works. To this end, we consider the solutions
derived in the last section.

3.2 Schwarzschild Solution

To analyze the stability of the Schwarzschild geome-
try, Regge and Wheeler [135] used the standard Lifshitz
method. They discussed the spectral decomposition of lin-
ear perturbations in terms of two fundamental modes, called
“even” and “odd,” and concluded affirmatively on the sta-
bility of this geometry. The main difficulties identified in
their work were solved by Vishveshwara [158] by means of
a convenient coordinate transformation.

An important characteristic of these works, which
has been insufficiently emphasized in the literature, is
the impossibility of applying harmonic decomposition. In
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effect, the “even” and “odd” modes are both obtained from
the scalar derivation, where only the degrees of freedom of
spin 1 are present. Klippert [83] has shown that it is possible
to develop a systematic way to appropriately apply the QM
formalism to the Schwarzschild solution, even in Stewart’s
sense—cf. Stewart [148]. To review briefly this approach,
we construct a manifold basis.

3.2.1 Construction of the Schwarzschild Basis

Consider the complete set of eigenfunctions of the Laplace-
Beltrami operator (@2). The manifold is a submanifold
orthogonal to V# = B{f and we deal with the Schwarzschild
geometry in Gaussian coordinates. The Laplacian is for-
mally written in the form

A A

VZ=vey,

where @a = hgy ﬁVﬁ and hy P =68, 7 — V, VB,
The scalar component of the Schwarzschild base is a
function Q(x%) such that

V20 = -2, 0 (113)
explicitly in terms of the metric (52) yields
1 d T 1)
r2J/a2 — AIR \ a2 — A IR
1 320 a0 1 320
— | = +coth—+ ———= | =10,
o [892 TetOTe T e 992 ¢
(114)

where A(T,R) =1 —-2M/r(T, R).

The angular variables will give origin to the spherical har-
monics. Afterwards, we consider the particular case a? = 1
to get the easier differential equation below for the basis Q
in terms of 7" and R coordinates

3(T+R)82F+58F
2 9R2 " 20R

41+ 1) 3 173

- AW2M (—=N2M(T+R F =0,
+[3 TR T ( SV2M(T+ )>

(115)

where it was assumed that Q(T, R, 0, ¢) = F(T, R)Y,il
0, ¢p), the Y, ,{1 (6, @) being the spherical harmonics.

We can integrate (115) to obtain the general solution in
terms of Bessel functions, as follows:

F(T,R) 5 [a Jo(x) + DY (x)], (116)

T T+ RV

where we have defined

/1 —81—8I2 V6c (T + R)*3
o=, Xr=——.
2 2

Here, c = —AV2M[(3/2)V 2M]1/3 and a and b are integra-
tion constants. J, (x) and Y, (x) are the Bessel functions of
the first and second kind, respectively.

3.2.2 Gauge-Invariant Variables

Section 2.1 showed that the decomposition induced by
VH = 8(’; leads to a degenerate shear tensor, with two iden-
tical eigenvalues proportional to the electric part of the Weyl
tensor. We therefore introduce the following geometrical
objects

— 202 202 202
Xy =0 — %UQMO}W + %%huvv
o 5B
Vo = By — 22725, (117)
20 ’
H” goP
Z/LU = HMV — #O—MU'

These tensors present special algebraic features: they are
symmetric, traceless, orthogonal to the shear (X¢ ,gaﬂa =
Y“ﬁaﬂa = Z"‘ﬁaﬁa = () and, most importantly, null
on the background. They therefore constitute a set of
“good” variables to develop perturbation theory for the
Schwarzschild case.

3.2.3 Dynamics

Using the QM-equations, we can calculate the propagation
equations of X, Y, and Z,, along the geodesics rep-
resented by the vector field V#. It is useful to rewrite the
outcome in terms of these objects to obtain a closed dynam-
ical system. We restrict ourselves to the exhibition of the
propagation equations for the perturbations associated to the
gauge-invariant variables as follows:

B
—> 8X iy —20" (86X 1
o

202 2
+6Y, + 230 wYvyn +

aypp 2U2 o B 1 of of
+ h/th - 2?/’1 (wov) "+ p (O‘ —X )
202 202
X\ oy — Xpuw +2_o3 = huv ) |-

1 1, [,207
\dap)+507ap | 300" 2?‘7}“)_}1;“) ,

(118)
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3 o B

. E

8Yyy = — 4G_ﬂ
202 202

1
+30A(M3Yv)k + (/’lihg — ﬁaaﬂapw> .

1.
: [hkwms) VVedZiery — 50Tlap

6 Ea/gaﬂa 2
+ g—T Ollyp + 0™ (o811 g);

Eaﬁaﬁa
——%74%m)+

1
_ O‘K(MSQ)V)AE ((Sqﬁ —+ O—O‘ﬂ(snaﬂ

EaﬁU'Ba N
Tg7 %)
(119)

+2

and

. o%B
8Zyy = <hﬁh5 - p%u) {h'\(aﬂﬁ) YV,

1 E%gob,
SYAe;y — 587‘[)\5;), — T&w,\e;y

+ — Uk(anﬁ)key Ve <2—

E% P
o ().

E%goP
+ — (9 — %) 8Z, + 3UA(MSZV)A,

(120)

Equations (118), (119) and (120) are not completely
independent. They must satisfy constraint equations, which
rewritten in terms of the above geometrical objects have the
forms

heh) X" gy =
+ [O.Olé — X% + —3—/’1&
(e

03/20%).4 4 (202 202>
X+ W | )
(03/202)

207 2
+ (hg — 2F0'a5> [h“”waluv =+ 59;0(

+(0un + war)a* — qa} : (121)
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o

H B
;;i = UsA) w)t

E% 0P 1
A B o
—0"¢ (T) Tt ghgp:a + -

hgh/vLYﬂa;v = TNe aﬂyvyojazﬂ)\ -3 (ZEA +
E“ﬁaﬂa
202

2
hghﬂvwom;u'i‘ghgg;a + (0er + wek)a}h_ 516:|

—_ 1

0
g+ 1] = 24e,

(122)

+ ) [(()-E)\. - ?)we)»)q)L —hge

and

oag E¥P
h?h/lizﬂot;v = Ne Py V}/U)LaY,BA +3 (Ye)\ + 0(;70&) o’

+(p + ploe +
1
+5n€ By vy [‘]a;ﬂ + nka(aﬂk - wﬁk)] )
(123)

With the Lifshitz method, we can decompose the gauge-
invariant variable set in terms of the basis Q(x%) and
analyze the stability of the dynamical system for the scalar
perturbation. This analysis will not be pursued in this work;
however, the reader is being referred to Klippert [83] for
more details.

3.3 Kasner Solution

Kasner universes constitute a paradigm of the Bianchi-type
I anisotropic space-times. We shall follow the procedure in
the previous section and present a minimal closed set of
gauge-independent observables for an adequate basis built
for this specific background. We shall subsequently employ
that basis in a dynamical system written in the framework
of the quasi-Maxwellian equations. We will then find out
that the method can be carried out to its end and yield
a closed dynamical system. Although all three types of
perturbation—scalar, vectorial and tensorial—can be pre-
sented and discussed in the same way, we will here limit our
analysis to scalar perturbations. An extensive discussion of
anisotropic cosmological models can be found in Ellis and
van Elst [51].

The seminal work of Belinsky, Khalatnikov and Lifshitz
[13, 14] has shown that—for any kind of regular matter sat-
isfying the usual energy conditions (cf. Hawking and Ellis
[64]) in the neighborhood of a singularity—the Bianchi-
type I Kasner solution works as an attractor for all the
other solutions. In this sense, these geometries are good
paradigms for anisotropic models, which have been exten-
sively analyzed in the scientific literature (see Novello and
Duque [112], Novello and de Freitas [113]).

The problem of the stability of anisotropic cosmolog-
ical models and the analysis of perturbations has also
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been extensively studied in the literature using the method
based on the perturbations of the metric tensor and
dynamics determined by Einstein’s equations by Matarrese
[96, 97], Myoedema [98], Noh [107], Ibafiez [74] and
Mutoh [105].

In order to apply linear perturbation theory, we will
obtain a basis analogous to the spherical harmonics bases.
We will then study the dynamical system in the framework
of the quasi-Maxwellian (QM) equations. However, a slight
change in the method will be necessary at this point, given
the existence of such non-null tensorial quantities as the
shear and the Weyl tensor in the background, analogous
to the Bardeen [9] variables. The dynamical equations for
these extra quantities are obtained from the QM equations.

3.3.1 The Anisotropic Basis

In order to make the temporal dependence of the pertur-
bations explicit in the quasi-Maxwellian (QM) equations,
we have to obtain a basis in terms of which all perturbed
quantities can be expressed. Since we are dealing here with
an anisotropic background, we shall avoid the spherical
harmonics and will have to construct a new basis.

In this section, the three types of bases—scalar, vectorial
and tensorial—will be exhibited. Since we are consider-
ing a background free of any matter, an apparent difficulty
appears regarding the adequacy of analyzing matter-related
perturbations. However, it is possible to write a general-
ized solution for the specific Kasner model, which presents
matter-related terms that are of a lower order than the geo-
metrical ones. It has been argued that the matter-related
terms do not contribute to the unperturbed background, we
nonetheless see that they might have an important contribu-
tion after perturbation.

The Scalar Basis To be able to obtain a scalar basis
{O(x, v, z)} for the Kasner background, we will impose the
equation

V20 =n?0, (124)

where n? is a function of time.

In Cartesian coordinates, this equation is integrated to
give

Q(x,y,2) = Nexp[—i(nix +nzy +n3z)], (125)

where N and nn; (for j = 1, 2, 3) are arbitrary constants and
we infer the relation n? = —hygn®nP.

Using (124) and (125), we proceed to write the vector and
the symmetric traceless second-order tensor bases, which
will define the corresponding perturbed quantities

Qa = %aQ = —ing 0,

- (126)
Oup = VgQu — n2hap0,

which directly shows the symmetry and the trace-free prop-
erties the tensor.

From the vector definition, Oy has only spatial compo-
nents. The tensor Qaﬂ, written in terms of the scalar Q, has
the form

2
A n
Qup = — (nanﬁ + ?haﬂ) 0. (127)
The following properties are then obtained:
@a Q(x = an»
A 2 5 A
vﬂqu = ganw
@2Qa = nzéa,
@zéaﬂ = nzéaﬂ
0 =0,
AL g, 0 A
(Qo) = (00" + ghaﬂ Qﬂ»
AL 2 4 2,
(Qap) = =30Q0ap = (g uppym ~ 3" 0apQ
2 b A
+2hap " Oy (128)

We now choose a specific direction of propagation for the

scalar basis.* We therefore set
ni=ny =0=n? =12 n3)?, (129)

The scalar basis and its correlated quantities then take the
very simple form:

Q:Neiinﬂ,
04 = —in3(0,0, Q),

YT 0 (130)
Op="%0[ 0 2 0

0 0 —2¢2p3

The Vectorial Basis In analogy with the scalar case, for the
vector basis {ﬁa }, we impose the equation

V2P, = m?P,, (131)
where m? is a function of .

Integration of this equation leads to the equality
By = POgeimiv). (132)

We choose P, and m; as constants.” From (131) and
(132), it follows that

m? = —h*Pmomg. (133)
4This procedure was adopted in several instances in the literature. See,
for example, Sagnotti [145].

SThis choice is necessary to avoid that complex terms or explicit
dependences on spatial coordinates that occur when the simple deriva-
tives of the vector basis are calculated.
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For {ﬁa} to a basis, two properties must be valid. The

first one concerns the fact that the P, must be spatial quanti-
ties. This is immediately satisfied with the choice 7700 =0,
or

Vep, =0. (134)
This property must also be preserved in time, i.e.,
(V¥P,)y =0, (135)

which is identically valid for P, 0 —const.
The second property, namely that no scalar quantities can
be obtained from the vector Py, implies that

VP, =0, (136)
and can be written as
h*my Pg = 0. (137)

This property must also be conserved in time; hence it
follows that

VP, = 0= 0"mePg = 0. (138)

The conditions (137) and (138) can also be written in
terms of the P9,

2P my P+ 72 2my PO+ 2 myPY = 0 (139)

and
Prt TP my Py o pat 2P2ma Py + p3t T2 maPY = 0. (140)

From P,, it is possible to construct three quantities: a
symmetric, traceless second-order tensor (which we will
denote ﬁaﬂ), a pseudo-vector denoted }3; and finally the
corresponding pseudo-tensor ﬁ;ﬁ. The definitions for these
quantities are the following:

Pyg = %(a }3/3),

Pr =, PVVE(V,PY), (141)
Fop = VP p),
respectively.
The first of (141) is immediately rewritten as
Pup = —ima Pp) (142)

@ Springer

and its corresponding Laplacian and time-projected deriva-
tive are proven to be given by

A A

Vzpaﬂ = mzﬁaﬁ, (143)
A, 2 4 v B
(Paﬂ) = —§9Paﬂ — 0 (otpﬂ)y~ (144)

The pseudo-vector 13;, from the second definition in
(141), is

A

B = —ing P Vem, B, (145)

Since all these quantities describe the perturbations, it
follows that the same properties that define Py should also
be valid for f’;‘. Therefore, the pseudo-vector should be both
a spatial and a divergence-free quantity, which it is. These
conditions must be preserved in time, which is identically
valid for the first property. The condition of preservation for
the null divergence property is given by the equality

(@“ ﬁ;)': 0= 6me B} =0, (146)
which is then rewritten in terms of the P9 as
(p2 — p3)mam3Py + (p3 — prymimsPy

+(p1 = pmimaPy =0 (147)

In addition to the above condition, the following useful
results are obtained:

VIPF =m?P}, (148)

and

(ﬁ*)'— _Lgpr_op b (149)
o - 3 o o ’5

The last quantity to be considered is the symmetric, trace-
less pseudo-tensor Po’fﬂ. From the third definition (141), we
get

Ply=—im P}, (150)
and the relations below follow immediately:
A A ) A
% ;ﬁ =m P;ﬂ, (151)
VAP, = m* Py, (152)
and

p*x \° 2 D * Yy  px*
(Paﬁ> = —20F% — 0" WP, (153)

The most general form for the vectorial basis implies
obtaining suitable 778 and m; and replacing them in the
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basis expression (132). These quantities are defined from
the conditions (139), (140) and (147) as®

mi=my =0,

77? —0. (154)
and, using (154) in (132), we come to the result
Py = 72 (P2, PY,0), (155)

where m3, 77)9 and 7?8 are arbitrary constants.
In addition, the quantities ﬁaﬂ, f’; and 13;/3 are written,
in this case, as

0o 0 P
By = —imse=m (0 0 PO (156)
PYPY 0
13; — 0123 pemimz ("2p17>8’ 122 p, 0) , (157)
and
0 0 —*nPY
B, = 0123 (1) e it 0 0  2pl
—2np 2epd
(158)

The Tensorial Basis We will begin by defining the tensor
UM, (t, x, v, z), which is written in matrix form as

0000

N Oa ¢ ¢
[
UU_ 07],36 ’

Ox ¢y

where (o, ¥, ¢, n, B, €, x, ¢, y) are functions of all four
coordinates.

Our choice for the tensorial basis enables us to simplify
future calculations somewhat. It is easy to write the totally
contravariant tensor in the form

UMU = h" Uav

(159)

(160)

with Ugy = Upg.
To be a basis, U*, has to be a solution of the equation

ViOH, = KP0*,, (161)

where k? is a function of time.
Solving this equation, we obtain an explicit form for the
tensorial basis

O, =UYr e—ikiv’ (162)

where the /", will be taken as covariantly constant tensors
and k; are arbitrary constants related to the wave number

SEquation (154) calls for a choice of a specific direction for the basis,
which has been made a number of times in the literature. See, for
example, [145].

k* and the components of the metric tensor through the
following relation:’

2 _ il = k_l 2+<k_2)2+<k_3>2
k™= —h""kjk = |:(a(t)> b(t) c(t) .
(163)

As in the previous cases, the tensor basis must obey the
following properties:

(I) The tensor basis should be orthogonal to V,:
v, U*, =0. (164)

(II) Scalars cannot be obtained from the tensor basis:

"0, = U* ), =0, (165)
or, using (159),
a+pB+y=0. (166)

(III) Vectors cannot be obtained from the tensor basis:

VA0, =0, (167)
which gives
k,U*, =0, (168)

Equation (168) above can be rewritten, using
(162), as

kio + kzr) =+ k3X =0,

kiy + ko + k3¢ =0, (169)

ki¢ + kre + k3y =0,

It is easily seen that all the properties above are preserved in
time.

At this point, it becomes necessary to define a quan-
tity that enables us to write pseudo-tensorial perturbations.
Therefore, we define the dual U**, as

~ 1 A A
U;v = Eht(xp,h'f)nﬁ hey VA(VeUya), (170)
which can be then rewritten as
O, = —%ke (ny ey, 0, + n”fvvxz}ﬂy) _an

It follows that all the properties of the tensorial basis U*,
are equally valid for the dual tensor U**,, and that they are
preserved in time.

TThis choice was made to avoid spatially-dependent terms when
calculating the derivative (U* )
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We can obtain an explicit form for U #,. From (60) and
(159), we have that

021 =n = gng?0, = =y,

U3 = x = g11g> 0} =12n=rg, (172)

U3y =¢ = gng?U5 = 2 P2rie.

Using the above results and the null trace condition (166)
in condition (169), we find that

kioo + kot2(P1=P2) oy 4 k32 (P1=P3) g = (),
ki + ko + k3t2(P2=P3)e = 0,
k1¢ + kye —k3(a + B) = 0.

However, since both the k; and the ¢/, are constant, we
can see that each term in the three above relations must also
be constants. We then choose a specific direction for the
basis [145], taking

(173)

2 L ’52 0, (174)
Then, (173) simplify to

12(P1=p3) g = 0,

12(2=r3)e = (), (175)

a+ 8 =0,

and give, as a consequence, the following equalities:

¢=e=0 (176)

B=—a=y=0.

Therefore, using (164), the spatial components of the
tensorial basis and its dual are written in matrix form as

‘ o ¢ 0
U#*, = uuve—zkﬂ — n —a0|, 177)
x ¢ 0
R ; (£2P1y + 12P2) —2t22¢ 0
U*MV — _5770123](3 _2121)10( _ (t2p1w + IZPZT]) ol.
1201y —122g 0
(178)

3.3.2 The Gauge-Invariant Variables and Their Dynamics

The dynamical system for an anisotropic background will be
obtained in the framework of the quasi-Maxwellian (QM)
equations. In the Kasner background, the QM equations are
reduced to the set

. 2 1
(@) + Eij + 3603 — 320 Dhij + ouo”; =0, (179)
. 3 % |y
(Eijy+30 Ejj + EG iEju — hijo" E,, =0, (180)
and
.1, 9
9+§9 +26%=0, (181)

@ Springer

The natural step is, then, to write the perturbed QM equa-
tions, by making the usual choice: A(perr) = Apack) +
(8A). However, a modification in this method becomes nec-
essary at this point: the three non-null quantities in the
Kasner background (o, E,, and 6) should be replaced
by “artificial” quantities in order to eliminate all gauge-
dependent terms from the dynamical system equations.
These new variables are written in terms of the original,
gauge-dependent variables. Nevertheless, they constitute
“good” quantities, in the sense that they are zero in the
Kasner background, as per the Stewart lemma [148]. This
procedure is analogous to the one implemented by Bardeen
[9], but the variables obtained in the present case are much
simpler, as we shall see in the next section.

Minimal Closed Set of Variables for the Kasner Background
The starting point to obtain the new variables is the set of
QM equations for the Kasner background, (179)—(181). If
we employ the following relations, which are easily demon-
strated and specifically valid for the Kasner background:

(0%p) = —00%,
(E%g) = —20 E%,
6 =-62

(182)

we will be able to define the new variables that are to replace
the original ones as

1 202
Xa/g EEaﬂ——Qdaﬁ—ihaﬂ—}-o‘aﬂo‘p’ﬁ,

3 3 (183)

3 3
Yaﬁ EQEaﬁ + EUO{MEMﬁ + EauﬂEaM —haﬂUIwElw,
(184)

and

W =202— %92. (185)

These three variables are easily proven to be zero for the
Kasner background and, therefore, “good” ones to be per-
turbed. They may, then, replace the shear, electric part of
the Weyl tensor and expansion as the new variables in the
dynamic system. An additional simplifying choice will be
made: the relation between the energy density p and the
pressure p is

p=Aip, A= const, (186)

even after the background is perturbed.
This choice, which has also been made for the FLRW
case (see Novello [122—-124]), will be considered as valid
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throughout this analysis. The complete minimal closed set
of variables to appear in the dynamical system is therefore®

M={Xot,B,YaB,Haﬂ’ﬂaﬂ’Qa,aa,wa,W’ p} (187)

The next step in the analysis is to obtain the complete
dynamics for the new variables, Xqg, Yo5, W. The result-
ing set of equations and the remaining QM equations must,
then, be rewritten in terms of the new gauge-independent
variables in M. This constitutes the dynamical system of
equations used to study the perturbations of the Kasner
model. Such a complete dynamical system as well as the
steps for its derivation can be seen in Novello et al. [125].
The next sections will deal with the three perturbation cases
and the results obtained for each.

3.3.3 Scalar Perturbations

In this case, the minimal closed set of observables M
involves practically all the original variables of the system,
which we proceed to present here in terms of the scalar
basis Q:

(8Xap) = X (1) Qup. (8Yup) =Y (1) Qup,
(07ap) = 7(1) Qup (84a) = (1) Qas
(Baw) =¥ (1) 0a:  (6p) = RO,
@W)=W®nQ,  ©p)=pnQ.

where the spatial part of the velocity, (8 Vy), is also zero in
the background (but not an adequate variable, since its value
in the background depends on the choice of an observer) and
it is written as

(Vi) = V(1) Ox.

Since we are dealing with scalar perturbations, the
vorticity and related perturbations, for instance the mag-
netic part of the Weyl tensor, are not defined—details in
Novello et al. [122] and Goode [59]. The relation between
the shear and the anisotropic pressure is still valid, but in
this case, the viscosity £ is also a “good” variable (i.e., it
is a gauge-independent variable for it is zero in the Kasner
background), written as

(88) =& Q,

which must be considered.
From (188) and (127), it is possible to obtain (5&) in
terms of (87qp) as

(188)

(189)

£(1) =—

(0" nyny)m(t). (190)

20

8Since it has no dynamical equation of its own, the acceleration, i.e.,
the variable o, must be eliminated to make the dynamical system
closed. This will be achieved by fixing a value for the function (day).

As in the previous cases, we take the perturbed
anisotropic pressure (87g) as zero, in order to simplify the
dynamical system to be solved. Thus,

7(t) = &(t) = 0. (191)

Using the results for the scalar basis, we then obtain the
dynamical system for scalar perturbations

. 11 R
<X+9X—Y+§q+§9w> 0,

2,0 1, 1
+(=3X+ 3+ (W4 B) ) (0,001 +

~ 2 A
4 |:Ua w—0Ova — ghlwaaﬁ Qaﬁ] =0, (192)

. 4 1 . 2
<Y+§9Y+§9q> QMU+|:—§n2Y+9(1+A)R} [0, O]

+ (n*q —2n°Y + W — R)[E,, O]

1 3 A 2 N
+ 5 <—5Y + EQ> (Ga(u Ovya — ghuvaaﬁ Qaﬁ)

3 a A 2 aB A
+§(X_1//) E (//,Qv)a_gh;wE Qaﬂ =0a (193)

.2 2
W o+ g¢9W —2(0Pngng)X 42 [(o“ﬂnanﬁ) + §9n2i| v

—%9(1 +30)R =0, (194)
{[Pl(l —p1) — p2(1 = pr)]
1
+E(] —3p3)(p1 — pz)} v =0, (195)
R+6(14+MR+nq=0, (196)
G+0g—rPR=0, (197)
and
Z,2x —g +1(W—R) 0
311 q 3 o
1 o 8 4 s\ A
+§w (0 yo? —|—§900, )Qﬂ =0. (198)

Equation (195) is satisfied in two cases: (1) p1 # p2 =
Y = 0and (2) p; = pr = isotropy plane and the simplest
choice here is (1), with ¢ = 0.
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The system therefore becomes
. 1 ~
X+6X =Y +5q)Ou

+ (—%an + %(W + R)) [0 Q] =0, (199)

3

.4 1 A 2
(Y +307 + 596]) O + [—gnzY +6(1+ x)R] [0, 0]

+ (n%q + W — R)[E,, 0]

1 3 A 2 A
+ E <—5Y + Eq) (Ua(ﬂQv)a — ghuvaaﬁ Qaﬁ)

3 y A 2 op A
+ EX E (n Qv)ot - ghp.vE Qot,B =0, (200)

) op 2

W+§9W—2(o nang)X — 59(1+3A)R:0, (201)
R+6(1+M)R+n’q=0, (202)
G+0g—rPR=0, (203)
and

2, 1 .

" X—9q+§(W—R) Oy = 0. (204)

Although (199) and (200) cannot be factored out in the
scalar basis, the remaining equations in the system, (201)
and (204), can be separately integrated. The constraint (204)
eliminates the variable X from the reduced system
36 1 1

X = 3P3q + —R -

= —W, 205
2 n? 2n? 2n? (205)

so that the dynamics of W, (201), is written as

. 2 1 p
W + §9W+n—2(6 ngng) | W

2 p
- |:§0(1 + 3A) + (o nanﬁ)]

0
X R — 3pt8/3(a“ﬁnanﬂ)q =0, (206)
and, with the relation
1 o 1
n—z(U ngng) = 59(1 — p3), (207)
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Table 2 Stability analysis results for scalar perturbations

Value for x q() R(t) and W (¢)

x < —(8/34+21) Stable Stable

—1<x<0 Stable Unstable (faster than #%/3)
x=0 Constant Unstable (faster than #7/3)
x>0 Unstable Unstable (faster than £7/3)

the final dynamics for W takes the form

W+(1—p3)8W — (1421 — p3)0R+(Bp3—1)0:¥3¢ = 0,
(208)

and the reduced dynamical system, which is closed in the
variables W, R and ¢, is given by (202), (203) and (208). As
before, this reduced system can be solved for the following
Ansatz:

q(t) = qot”,
R(t) = Rot?,
W) = Wpt®, (209)

where ¢qo, Ro, Wp and x,y,w are constants to be
determined.

Inspection of the powers of ¢ in the three equations
immediately yields the relation between x, y and w

5
y:w:x+§, (210)

while the rest of the equations gives the following results:

1
Ry = X(x + Dgqo, (211)

and

Wo = [(x+ D1 +24—p3)+A(1=3p3)(w+1—p3) g0,
(212)

where w # (p3 — 1) and

(n3)* = %<x+1>(x+§+x). (213)

The above results are inapplicable to case . = 0; the
details of this specific solution can be seen in [125].
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In order to analyze the stability of the above solution,
we will impose that (}13)2 be positive. From (213), letting
A > 0,° we are led to two possibilities: (1) x > —1; (2)
x < —(8/3 — )\). Table 2 list the results for each case.

We see that, although unstable solutions exist, as we will
see in the case of tensorial perturbations, the perturbations
are not catastrophic (a power law divergence). We also see
that the matter density is unstable for any choice of the
constant exponent x that implies (n3)? positive.

This concludes the analysis for scalar perturbations (A #
0). The case A = 0 must now be studied. For A = 0, the
reduced dynamical system is given by the equalities

W+(1—p3)0W—(1—p3)0 R+(Bp3—1)0%33g = 0, (214)

R+0R+n’q =0, (215)
and
q+6g=0. (216)
Equation (216) can be directly integrated as

q(t) = qot ™", (217)
where g is a constant, while the Ansatz

R(t) = Rot”, (218)
W(t) = Wotv,

can be used in (214) and (215) to give the expression

2
:u):—’
4 3
(11— p3)
W0=—p 0
(w+1-p3)
= 332"

The above results yield a partially unstable solution for
A = 0, with R and W divergent in ¢, while ¢ — 0 for
t — o0.

3.3.4 Vectorial Perturbations

The perturbations associated with the state of motion of a
fluid (energy-density perturbations not taken into account)

9The case A < 0 yields (n3)? < 0 for all x and will therefore not be
considered here.

are in principle described by the following minimal closed
set of variables:'°

M = {Xaﬂ, Yaﬁs Haﬂv‘]avaava)a}' (219)

The perturbed quantities can then be written in terms of
the vectorial basis P, as follows:

(0Xup) = X (1) Pap, (8Yup) = Y (1) Pug,
(0Hyp) = H(IA)P;B, (Oqq) = ‘Z(t)Poi,
Bag) = V() Pys  (Bwa) = Q) P,
(BVi) = V(1) Py

; (220

where the variable V (¢) is again inadequate, since it depends
on the initial choice by an observer.

To successfully factor out the basis from the dynamical
system equations, we have to choose between two possibil-
ities: (1) eliminate one of the basis components, say 773 and
(2) analyze solely the case of a background with an isotropy
plane (namely, the Kasner solution).

Here, we choose (1) because it yields a more general
result (and also contains the specific case (2), as we will
presently show). The dynamical system for the vectorial
case can then be obtained by factoring out the basis, as
indicated by the following equations:

m2

. 1 1
X+9X—Y+7H+—q—§9p2¢:0,

J (221)

1 3, 3,
Y — 59(5P2+ DY + 59 p2(p2 — DX + ZHm

3 3
(p2 = DH = 20(p2 = 1)q — Zezmpz — Dy =0,
(222)

. 1 1 1
H — 59(5171 +1/3)H — EX + 19(3(1?3 —p2)+2/3)

1 62
Q+ Zﬁ(m - p3)@Bp1+1/3)y =0,

(223)
qg+6q=0, (224)
1 1 g5

Q@+ 30(6p2 + DR — 517y =0, (225)

1
m?t7 83X + om*(py — 1/3)H + Eemz(pl +1)Q —6q

1
+§92(P1 —1/3)(p1 + Dy =0, (226)

10The same observation regarding the variable a, that was stated for
the tensorial case holds here as well.
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and . 13 1 2 —8/3. 2 L 5
Vo4 20y — = (56 + 9 m?) X + om’H

) 283 1 6 15 20
H—-0(p1—p3)X+30°t -DQ+-g =0. (227 1 29
m (P1=p3) p2(p2=DR+ g (227) _EQmZQ + 20 =0, 237)
The system (221)—(227) is not closed because there is no

dynamics for the acceleration 1 (¢). However, the constraint 26 21 6

(226) can be employed to express this variable in terms of  H + EHH lot_8/3X G 49 + — 0m —q = 0, (238)

the other variables in M and close the remaining dynam-

ical system for a given background, specified by the triad

. o . . 2

(p1, p2, p3). To obtain a specific solution for the dypaml— o i (1092 _ 9t*8/3m2> Q- 2m—t*]6/3X

cal system, we must choose (p1, p2, p3). Here, we discuss 660 5 92

the specific case of the Kasner solution with an isotropy 3 m? 83 9 g ;s

plane, which is algebraically simpler to solve. This choice, T 59 H - 59t q=0. (239)

applied to (221)-(227), leads to the following dynamical

system:
g+06q=0, (240)

i m? 1 1

X+9X—Y+7H+Zq+§91p=0, (228)  nd

2 2 2873 1
0X —m“H+ =0°t°°Q — —q = 0. 241)
v+ 2oy~ Loax s Lomrm + Log+ Lory — 0, 22 ’ :
+ 6 3 + 4 meH 8 q+ 6 ¥ =0, (229 Equation (240) can be directly integrated in g (¢), giving
q(t) = qot ™", (242)
.11 1 1 7 62 o .
H+—60H - =X — —0Q+ ——¢ =0, (230)  where gy is an integration constant.
6 2 12 12m The rest of the system can be solved for the following
Ansatz:
g+6qg=0, (231)  X(@®) = Xot",
Y(t) = Yot
H(t) = Hot?,

Q + geg _ ; _8/31// O, (232) Q(t) = Q()tw, (243)
where Xo, Yo, Ho, 20, X, ¥, 2z, and w are constants to be
determined from (236)—(241), along with the constant m3.

1 5 5 i i

283X 4 §9m2H " ggng _0g+ ﬁ@zw — 0. (233) The exponents are easily obtained as
x =0,

and y = —1,

2 1 = w = -5/3, 244

m>H —0X — 59%8/39 +50=0. 34 7Y / (244)

The acceleration v is related to other variables by (233),
which then closes the system

18 18 6 2
=g — sy Gm’ T g-3"q,

235
56 5 62 50 0 (235

and the closed dynamical system is then written in the form

1 29
X+—(56%—6t"3mA)x—v 2H-m2Q =
+ (5 6 ) +1Om —m +20q 0,

(236)
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and the remaining constants must satisfy the following
conditions:

8[5 — 3(m3)*1Xo — 20Yy + 2(m3)*H

—20(m3)*Q0 + 29 = 0,
8[5 + 9(m3)?1Xo — 380Yy — 6(m3)*Hy

+60(m3)*Qy — 87g0 = 0,
78(m3)>Xo — 68(m3)> Ho + 55(m3)>Q0 — 63go = 0,
54(m3)*Xo + 18(m3)* Ho—5[11 — 9(m3)*1Q0 + 5440 = 0,
6Xo — 6(m3)*>Hy + 4Q0 — 3go = 0. (245)
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A simple, rather tedious manipulation shows that four of
the constants (say Xo, Yo, Ho, and €2¢) are proportional to
the fifth (qo), as well as polynomials of (m3)2:

1
Xo = —- P1qo,
0 1 F140
Hy = ———— Pyqo,
0 2ms)? 240
Vo= o |2 [54+9m?] X0 — =y
0 ols 3 0= 7o m3)"Ho
, 87
+3(m3)"Q0 — ==qo0 | » (246)
20
where
M, [1 + 3(m3)2]7]
P =

[450(m3)* + 1434(m3)? — 935]
My [143m3)?]”"

[450(m3)* + 1434(m3)2 — 935]
[390m3)° + 5(m3)* — 5(m3)* + 8]

[450(m3)* + 1434(m3)2 — 935]
M| = 4455(m3)® + 5328(m3)® + 1524(m3)*

—3583(m3)? + 598,

M, = 900(m3)® + 2523(m3)° + 3591 (m3)*
—3465(m3)* — 240.

F
i

The following condition on (m3)2 then results:

24[15 — 11(m3)?1 X0 + 22(m3)* Ho
—220(m3)*SQ0 + 319¢ = 0,

which, upon substitution of X¢, Hy, €29 and g, reduces to a
fifth-order equation on (m3)? that is satisfied for at least one
positive value of (m 3)2 namely, (m3)? ~ 2.9252; this proves
the consistency of the Ansatz. The solution for a vecto-
rial perturbation, for a Kasner background with an isotropy
plane, is then written in the form

1

q) = qot™ ",
X() = Xo,
Y(t) = Yor !, (247)

H(t) = Hot™3,
Q) = Qot 3,

with constants X, Yy, Ho, and €2 expressed in terms of gq
by (246).

In contrast with the tensorial case as we shall see, (248)
shows that the only existing solution is stable, even if the
decrease is not fast.

3.3.5 Tensorial Perturbations

This section discusses gravitational waves in the Kasner
background. The minimal closed set M now reduces to the
four tensorial variables:

M= {X()tﬂv Yaﬂ, Haﬁ, 7701/3}' (248)

However, from causal thermodynamics, the following
relation between the shear and the anisotropic pressure can
be obtained:

t(m;;) + i = &oij, (249)

where t and £ are the relaxation viscosity parameters,
respectively.

We will repeat here the choice made for the FLRW case
and consider t as negligible. The viscosity will also be taken
roughly as a constant,'! which reduces (249) to the form

TTij =§G,'j. (250)

This result poses a problem after perturbation, for it
would then imply that the anisotropic pressure—a “good”
variable in the sense of Stewart (cf. Novello [118]),
one that is zero in the background and therefore gauge-
independent—can be written in terms of the shear, which, in
our case, is nonzero and (in the sense of Stewart) coordinate
dependent, a dependence that characterizes a “bad” variable.
To solve this apparent dilemma, we can take the viscosity
as a “good” variable itself (since it is zero in the back-
ground and therefore gauge independent as well). However,
the viscosity is a scalar quantity and, as such, not defined for
tensorial perturbations. The solution to the problem, then, is
to consider the viscosity itself as zero, i.e., write

(0mij) = &(80ij) =0,
after perturbation, so that the consistency of the dynamical
system is maintained.
This further reduces the set M:
M= {Xaﬁy Ya/fh Hozﬂ}~
We can, at this point, expand the perturbed quantities in
M in terms of the tensorial basis U*,, as follows:
BX' ) =) X" 0w ;.
(n)
@Y ) => Y " Uw'
(n)
GH'j) =Y HO™WU*w ' ;.
(n)

Since we will deal with linear equations, we can hence-
forth suppress the summation and the extra indices and deal

(251)

(252)

(253)

Hyp nonequilibrium, thermodynamics, both t and &, are functions
of the system equilibrium variables, such as the density p and the
temperature 7.
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with each component (1) separately. The same reasoning
will be applied to the vectorial and to the scalar cases as
well.

With (253), a perturbed dynamical system can then be
written. Starting from the original QM equations and rewrit-
ing them in terms of the above-defined new variables, we
can exhibit the perturbed dynamical system for the tensorial
case as follows:

5
hERB (8 X% g + 59(5){%) + ol (8X% ) + 0% (X" )
2
= 3Miof X o) — (6Y")
1 wy A o ! vy B 7% o
“rzn a.BVyhv(aHA );B+§nv o Vyh (SH)L);/S =0,
(254)
huhﬁ oy " 3 " o 3 o "
ERB Y gy +20(8Y v)—iaa Y v)—iov (8Y" o)
3
+hlof (8YPg) + S EL(6X)
3 pa SXM W EY(sXP 19 myeBy b, (SH*
+§ v( o) — ) ﬂ( ot)"‘i n y wa( a);ﬂ
1
+ 50 TPV G H)

3
+ 1PV o GHD) g+ e TP Vol (SHY ) p

AW

3
+ 7 Vio e GHG)p +

3
+ Vo b BHD) g = WPV, B H)p = 0,
(255)

204 (8XE) =0, (256)
.4 1
hEhB (SH® gy + SOGH",) = S0y (BH" )
1
= SOV GH" Q) + 0" ey PRV, Vi 00p (SHYE)
1 noy BAt €
+ 5977 e V, Vioug(8H;)

1 1
= STV (BB — 3TV (D),

(257)
W (8XP )., + 0P Vo, (8H)) =0, (258)
and

W (8HP )., + 1P Vo, (8X7) = 0. (259)

This dynamic system has to be decomposed in terms of
the tensor basis and then solved for the specific Kasner
solution. However, it is immediately seen (upon writing the
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perturbed terms on the tensorial basis) that the following
restriction on the background must be accepted in order that
the basis can be factored out from the equations

pP1 = p2, (260)

which implies the existence of an isotropy plane in the Kas-
ner original, nonperturbed background. There are two such
solutions, named Kasner and Milne:

(1) Kasner solution

p1 = p2=2/3,
p3 = —1/3;

(2) Milne solution

p1=p2=0,
p3=1

Here, we will only consider the Kasner solution, since the
Milne case has already been analyzed by Novello [123].

Additional choices will be made on the tensorial basis
which, while not constituting a material change on U K,
will simplify the algebraic steps towards a final closed
dynamical system:

U3 =0°% =0,

whereupon we write

a 0 0
0, =[0—-a0], (261)
000
and
; 0 —2t22¢ 0
U*“v=—§n°123k3 221 0 0 (262)
0 0 0

Proceeding to analyze the dynamical system, we find that
(256) is identically satisfied, since

(0“/30’30,) =0,

and similar show that Egs. (258) and (259) are also identi-
cally valid.

The remaining equations can then be rewritten in the
form

(263)

.7

X + §9X—Y+k2H=O,

) 2

Y + 0Y + §92X +20k*H =0, (264)
.2

H + geH —t7Bx =0,

which constitutes a closed dynamical system in the variables
(X, Y, H). This result is analogous to the ones obtained



Braz J Phys (2014) 44:832-894

857

in the FLRW case, but in this case, the system can be
completely solved by using the relations

0 =11,

k2 = t_2/3(k3)2, k3 = const,

and considering a simple form for the desired solution, in
terms of powers of 7,

X () = Xot",
Y(t) = Yot”, (265)
H(t) = Hpt",

with Xg, Yy, Hp, x, y and w as constants to be determined.

We substitute this Ansatz in (265) to obtain the following
equations:
(Bx 4+ N Xot" ™D = 3Yor? + 3(k3)? Hot "%/ =0,
2X0t ™™D = 3(y + D) Yor” + 6(k3)* Hot > =0,
3Xot YD — Bw +2)Hor ™23 = 0. (266)
It is immediately seen that the only nontrivial solutions to
(266) satisfy the conditions

1

=x—-l=w—=-=w=x— -,
Y 3 3

and the dynamical system reduces to the following condi-
tions on the triad (Xo, Yo, Ho) and the constant (k3)?:

(3x +7)Xo — 3Yo + 3(k3)*Hy = 0,
2Xo —3(y + )Yy + 6(k3)>Hy = 0,
3Xo — Bw +2)Hy = 0.

(267)

(268)

These conditions then determine X¢ and Y in terms of
Hy and the exponents x, y, w:

3 2

Xy = (w3—+)H0,
2 2)(3 2

Yo = _(X+ )(Bw + )H01 (269)
3 (y+3)

which, upon employing (267) and (269) in the Ansatz (266),
gives

X(t) = (3w3—+2)t‘/3H(t),

_20w+2?
Y(t) = 3 (3u)+7)t H(1),
H(t) = Hot". (270)

We also determine the constant (k3)2, which is expressed
in terms of x, y, w by the relation

(k3)*> = —é(?)w +2)2. (271)

If we take the arbitrary constant Hy as positive, an analy-
sis of the stability of the above solutions above, (270), yields
Table 3. The tabulated results show that tensorial perturba-
tions of a Kasner background may present—upon a choice
of the exponent w—the same kind of instability present in

Table 3 Stability-analysis results for tensorial perturbations

Value for w X(t) Y(t) H(t)

w < —2/3 Stable Stable Stable
w=-2/3 Null Null Stable
-2/3<w<—-1/3 Stable Stable Stable
w=-—1/3 Constant Stable Stable
-1/3<w<0 Unstable Stable Stable
w=0 Unstable Stable Constant
0<w<?2/3 Unstable Stable Unstable
w=2/3 Unstable Constant Unstable
w>2/3 Unstable Unstable Unstable

the Friedman-Lemaitre-Robertson-Walker spacetime. This
instability is rather gradual, not catastrophic as in the Ein-
stein model. This is a reasonable development, since we
are not interested in eliminating the background anisotropy
under a perturbation.

3.4 Friedman Universe: Scalar Perturbations

In the case of the spatially homogeneous, isotropic FLRW
cosmological model, the vanishing of the Weyl conformal
tensor suggests that the QM approach is more useful. There-
fore, the variation of Weyl conformal tensor §Wyg,, is
the basic quantity to be considered, since 6 Wyg,,, is, with
no doubt, a true perturbation, which cannot be achieved
by a coordinate transformation. This solves ab initio the
aforementioned gauge problem.

From a technical standpoint, instead of considering ten-
sorial quantities, one should restrain oneself to scalar ones.
There are two ways to implement this:

e Expand the relevant quantities on a complete basis of
functions (e.g., the spherical harmonics basis)

® Analyze the invariant geometric quantities one can con-
struct from g,, and its derivatives in the Riemannian
background structure, that is, examine the 14 Debever
invariants

Either way, we shall see that the net result is that there is
a set of perturbed quantities that can be divided into “good”
quantities [i.e., ones whose unperturbed counterparts have
zero value in the background and, consequently, Stewart’s
lemma (cf. Stewart [148]) guarantees that the associated
perturbed quantity is really a gauge-independent one] and
“bad” ones (whose background values are nonzero). One
should therefore limit the analysis to the “good” ones.

The same kind of behavior occurs for the geometrical
structure of the model for both the kinematic and dynamic
quantities of matter. Therefore, the “good” quantities, the
set of variables with which we work, should then be cho-
sen from the particular scalars that come from these three
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structures: geometric, kinematic and dynamic. Does that
mean that the present approach effectively avoids the gauge
problem?

To answer this question affirmatively, one should be able
to exhibit a set of “good” variables in such a way that its
corresponding dynamics is closed. That is, if we call M4
the set of these variables, Einstein’s equations should pro-
vide the dynamics of each element of M4, depending
only on the background evolution quantities (and, eventu-
ally, on other elements of M_4)). This would exhaust the
perturbation problem. We shall show that this is indeed the
case.

What we learn from this discussion is that one should
understand the gauge problem not as a basic difficulty of
perturbation theory, but as a simple matter of asking a
bad question.'> One could imagine—which has been used
a number of times in the literature (Hawking [65], Olson
[128] and Mukhanov [101])—that for the FRW cosmology,
the perturbations of its main characteristics (the energy den-
sity 8p, the scalar of curvature § R and the Hubble expansion
factor §0) would be natural candidates to be considered as
basic for the perturbation scheme. However, these are not
“good” scalars, since they are nonzero in the background.!3
We shall see in the next sections which scalars replace these
ones.

Consider the FRW geometry written in the stan-
dard Gaussian coordinate system as in (64). The three-
dimensional geometry has constant curvature and thus the
corresponding Riemannian tensor Iéi ikl can be written in the
form

Iéijkl = —€Vijki-

where y;jki = YikVji — ViuYjk was defined in (72). For the
moment, it is necessary to distinguish covariant derivatives
in the four-dimensional space-time by the symbol (;) and the
three-dimensional derivatives by ().

Since the original Lifshitz paper, it has been shown to be
useful to develop all perturbed quantities on the spherical
harmonics basis. Since we are limiting ourselves to irrota-
tional perturbations, it suffices for our purposes to take into
account only the scalar Q(xk ) (with Q = 0) and its derived
vector and tensor quantities. We have thus

0, =0,
Qij = Qi;j»
where the scalar Q obeys the following eigenvalue equation,
defined in the three-dimensional background space:

ViQ =mQ,

(272)

(273)

121 et us point out that some of the gauge-dependent terms are particu-
larly relevant, §p here included.

BHowever, as we shall see soon, we can construct associated “good”
quantities in terms of these scalars.
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where m is the wave number of the scalar eigenfunction,
with

g°+1,0<g <00, €=1 (open),

m={q, 0<g<oo, €= 0 (plane), (274)
n?—1,n=12,..., ¢ =—1 (closed),

and

V20 =y™* Qi = v™* Qi (275)

where the symbol V2 denotes the three-dimensional
Laplace-Beltrami operator. The traceless operator Q;; is
defined as

~ 1 1

Qij = —Qij = 39Vij» (276)
and the divergence of Q; ; s given by

Hik 1 e i

Ol =2 §+n_1 0. (277)

We remark that Q is a three-dimensional object; therefore,
indices are raised with y'/, the three-space metric.

Debever [40] presented the complete 14 algebraically
independent invariants constructed with the curvature ten-
sor. Considering that we are using an dimensionless metric
tensor, we can classify them with respect to dimensionality
as follows:

Dimensionality Invariants

L2 Is

L= I, I, Is

L6 D, Iy, I7, 1o, 112
L8 I3, Io, I13
L0 Iy, 14

The expressions for these invariants are:

Iy = Wepun WP, I = CogCPIC 5 Co,

L= Waﬂpa Wpouva.uaﬂs Iy = C}LUDMU»

= WPr *Weg,,, Iip = Dy, D",

Iy = WP Woo” *Wynap, T11 = CapDP* D",
Is =R, Iy = D, CHY,

Is = CpyCH, I13 = Dy, D*",

I; = CqpCPrC, 2, I14 = D, D¥*CH,.

where we have used the following definitions:

1
CMV = R'uv — ZRgMU,
D;w = Wuavﬁcaﬂy (278)
D;w = *Wuav,gc"‘ﬁ.

3.4.1 Fundamental Perturbations of the FLRW Universe

As we observed previously, a complete examination of per-
turbation theory should naturally include the analysis of the



Braz J Phys (2014) 44:832-894

859

evolution of the Debever metric invariants associated with
the FLRW geometry.

The only invariants of the FLRW geometry that are not
identically zero are given by the expression

Is = (1 =3M)p,

3
Is =301 +2)202,
3
I =—§<1+A>3 3,
21
Is = —(1 4+ 1)*p*
8 64( + 1)o7,

where we have used Einstein’s equations and the stress-
energy tensor is that of a perfect fluid.

If we restrict ourselves to linear perturbation theory, the
only invariants which have nonidentically zero linear pertur-
bation terms are Is, Ig, I7, I3, Ig and 1. Among these, the
first four are nonzero in the background and the latter two
are zero, since the geometry is conformally flat. This could
lead to the conclusion that /g and I, are the “good” scalars
to be examined. However, direct calculation shows that the
latter two invariants have zero linear perturbation. Indeed,
it follows from FLRW geometry that the perturbation of Iy
reduces to

8Ig = C* C¥PEW 5.

Given that the Weyl tensor is trace-free, we see that the
above quantity vanishes identically. Of course, this result
depends on the source of the background geometry being
given by a perfect fluid. In effect, we have in this case

1
81y = (p+ p)* (V**V" - Zg’”)
1
x (V“Vﬂ — Zg‘*ﬁ) SWyavp,

which is zero.
Likewise 12, given by the equality

8l = C;wcaﬁg *W/w{vﬂa

also vanishes.
The corresponding perturbations for the remaining
invariants are given by the expression

8Is = (1 —31)8p,

3
8l = 3 (1 +2)%pdp,
9
8l = —g(l + 1) p%8p,

21 43
8y = T (1+ 1) 0.

It follows from these results that the perturbations of
these quantities are algebraically related.'* Besides, since
all these scalars have a nonzero background value, they do
not belong to the minimum set of good quantities that we
are searching.

Corresponding difficulties occur for the standard kine-
matical and dynamical variables, that is, the expansion
parameter 6 and the density of energy p suffer from the
same disease.

This is, thus, the bad choice for the basic variables that
we should avoid. Let us now turn our attention to the good
variables that should be considered as the fundamental ones.

Geometric Perturbations From the previous section, it fol-
lows that

JOEiSEU,

is the only quantity that characterizes without ambiguity a
true perturbation of the Debever invariants.'> We therefore
only need to consider the perturbed E;;, since, as we shall
see, any other metric quantity does not belong to the “good”
basic nucleus needed for complete knowledge of the true
perturbations. We then set the expansion of this tensor on
the spherical-harmonic basis

SEij = E(1)Qij(x").

Thus E (¢) is the geometric quantity whose dynamics we are
looking for.

(279)

Kinematical Perturbations We restrict our considerations
to linear perturbation terms only. The normalization of the
four-velocity yields that the variation in the time component
of the perturbed velocity is related to the variation in the
(0-0) component of the metric tensor, that is:

1
Vo = ESgo(). (280)

The corresponding contravariant quantities are related as

follows:
1
sV9 = ESgOO = —58Vj. (281)

The expansion of the perturbations of the four-velocity
on the spherical harmonic basis reads!'®

1 i1
Vo Eﬂ(t)Q(X)JrEY(t),

8Vi = V() Qr(x"). (282)

14One can write these invariants in a pure geometrical way without
using Einstein’s equations. This does not modify our argument.
5This is a consequence of the vanishing of the perturbation of the
magnetic part of Weyl tensor(cf.above).

16The vorticity is of course zero, since we are limiting ourselves to the
irrotational case.
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For the acceleration, we set

Sap = W(1) Qi (x"). (283)
For the shear,

8oi; = B(1) Qi (xH), (284)

and for the expansion,

860 = H(HQ(x") + Z (1), (285)

where Y () and Z(¢) are homogeneous terms that are not
true perturbations.

Since we are limiting ourselves to analyzing true per-
turbed quantities, X(¢) is the only important kinematical
variable whose dynamics we need to examine; the other
gauge-invariant quantity W is a function of ¥ (and E), as
we shall see (B is just a matter of choosing the coordinate
system).

Matter Perturbation Since we are considering a back-
ground geometry in which a state equation relates the
pressure and the energy density, i.e., p = Ap, we will con-
sider the standard procedure accepting the preservation of
this state equation under arbitrary perturbations. Besides,
our frame is such that there is no heat flux. Thus, the general
form of the perturbed energy-momentum tensor is given by
the equation

8Ty = (1 +1)8(pV V) — A8(pguv) + 611 4,. (286)
We write §p in terms of the scalar basis as follows:
8p = N(H)Q(x") + n(@), (287)

where term (t) is not a true
perturbation.

According to causal thermodynamics, the evolution
equation of the anisotropic pressure is related to the shear

through the relation

the homogeneous
17

rl‘[,-,-+1‘[,-j =.‘;~'O','j, (288)

where 7 is the relaxation parameter and & is the viscosity
parameter, as we saw in the previous section.

For simplicity of the present treatment, we will limit our-
selves to the case in which t can be neglected and £ is a
constant;'® (288) then yields the result

I;; = &oij, (289)
Twe will set Y = Z = n = 0, since these homogeneous terms are

just a matter of choosing the coordinate system. Nevertheless, we are
not interested in examining such pure gauge quantities as ¥, Z and u.

18In the general case, & and t are functions of the equilibrium vari-
ables (for instance, p and the temperature 7') and, since both variations
8I1;; and §o;; are expanded in terms of the traceless tensor Q,- » it fol-
lows that the above relation does not restrain the kind of fluid we are
examining. However, if we consider £ as time-dependent, the quantity
8T1;; must be included in the fundamental set M 4.
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and the associated perturbed equation is:

51_[,'./‘ = 550‘,']'. (290)

Following the same reasoning as before, 6I1;; is the
matter quantity that should enter the complete system of
differential equations that describes the perturbation evolu-
tion. One should also be interested in the dynamics of §p,
although it is not a fundamental part of the basic system of
equations. We will examine its evolution later on.

The “good” set M|4] has therefore three elements: § E;;,
do;; and 6I1;;. But, since 8I1;; is written in terms of §o;;,
the set M4 that will be considered reduces to:

Mia = {0Eij, boij}.

So much for definitions. Let us turn to the analysis of the
dynamics.

3.4.2 Dynamics

In this section, we will show that E(t) and X(¢) consti-
tute the fundamental pair of variables that determine the
dynamics for the perturbed FRW geometry, that is, Mja; =
{E(t), 2(¢t)} is the minimal closed set of observables in
the perturbation theory of FRW that characterizes and com-
pletely determines the spectrum of perturbations. Indeed,
the evolution equations for these two quantities (which
come from Einstein’s equations) generate a dynamical sys-
tem only involving £ and ¥ (and background quantities),
which when solved contains all the necessary information
for a complete description of all remaining perturbed quan-
tities of the FRW geometry. This conclusion seems not to
have been noticed in the past.

Our discussion will be limited to examining the per-
turbed quantities that are relevant for complete knowledge
of the system. These are the quasi-Maxwellian equations of
gravitation and the evolution equations for the kinematical
quantities. Vishniac [73] and Novello [121] have presented
and analyzed this system of equations.

The Perturbed Equation for the Shear The perturbed equa-
tion for the shear, (106), reads

v . 2 1 A
hauhﬁ (30‘,“)) + 59 (SO’aﬁ + §haﬁ da”.

1
A— Eha“hﬂv[SaM;v +8ay; ] = Mg, (291)
where
1
Muyg = Roppy VHVY — gRﬂvV“V”haﬁ. (292)

The above-developed spherical harmonics expansion and
(290) reduce (291) to the form

. 1
$=—E— ¢S +my. (293)



Braz J Phys (2014) 44:832-894

861

Perturbed Equation for E;; The perturbed equation for the
electric part of the Weyl tensor is (101). Using the above-
derived spherical harmonics expansion and (290), we find
that

(1+2) e ¢
2 ”‘(3*5)’5

E(E O m
—§<§+§)2+3§‘¥.
This suggests that £ and ¥ be considered as canonically
conjugate variables. We shall see later on that this is indeed
the case.

Equations (293) and (294) contain three variables: E, ¥
and W. We will now show that the conservation law for mat-
ter can be exploited to eliminate W in all cases, except when
(14 1) = 0. We will return to this particular (vacuum) case
in a later section.

The proof is the following. Projecting the conservation
equation of the energy-momentum tensor in the three-space,
we have that

E=-

(294)

T . ,h,* = 0. (295)

Using the perturbed quantities, (295) yields the

expression

(14 2)pday — +(8p) & + 2p8Vi + 8mi’; = 0. (296)

The decomposition on the spherical-harmonics basis then
yields the relation

1
(14 2)pW = A[N — pV] + 2¢ (5 n %) a 2%, (297)

A remarkable result then follows: the right-hand side of
(297) can be expressed in terms of the variables £ and X
only, since we are analyzing here the case (1 + 1) # O.
Indeed, from the equation for the divergence of the electric
tensor—see (529)—we see that

X 3¢ ) 3¢ 5
N—-pV=|14—)&Xa "-2(14+—)a “E.
m m
(298)

Combining these two equations, we find that W is given
in terms of the background quantities and the basic per-
turbed terms E and X:

3 1 1
A+0pW =2 (14+25)a2|-2E+ 263 4+ —£3 |.
m 2 3
(299)
Thus, the whole set of perturbed equations reduces, for

the variables E and %, to a time-dependent dynamical
system:

¥ = Fi(Z, E),

E = F»,(%, E), (300)

with

1
Fi=—E— £X+mV,

and

F = 19+15E

=732
—| - —E0 )X + =&V,
<4§+ 5 ,0+6§) +2€

in which W is given in terms of E and ¥ by (299).
3.4.3 Comparison with Previous Gauge-Invariant Variables

FLRW cosmology is characterized by the homogeneity of
the fundamental variables that specify its kinematics (the
expansion factor 0), its dynamics (the energy density p) and
its associated geometry (the scalar of curvature R). This
means that these three quantities depend only on the global
time ¢, characterized by the hyper-surfaces of homogeneity.
We can therefore define in a trivial way three-tensor asso-
ciated quantities, which vanish in this geometry and look
for its corresponding nonidentically vanishing perturbation.
The simplest way to do this is just to let U be a homoge-
neous variable (in the present case, it can be any one of the
quantities p, 6, or R), thatis U = U(¢). Then, we use the
three-gradient operator @M defined by

Vi = h, 'y, (301)
to produce the desired associated variable
Uy =V,U. (302)

Ellis and Bruni [50] have discussed these quantities, ana-
lyzed their associated evolution and compared the results
with the standard perturbative approach. In the present
section, we will relate these variables to our fundamental
ones. We shall see that under the conditions of our analy-
sis'” these quantities are functionals of our basic variables
(E and X)) and the background variables.

The Matter Variable x; It proves convenient to define the
fractional gradient of the energy density x, as

A

Vap.

Xo (303)

1
I

The quantity x, is but a combination of the acceleration
and the divergence of the anisotropic stress. Indeed, in the
frame without heat flux, from (296), it follows

(I+2) 1
(SXi = 5 (Sai + mgﬂiﬂ;ﬂ,

(304)

19Recall that our discussion is restricted to irrotational perturbations.
Our results are therefore simpler. Our method, however, is free from
this restriction and generic cases can equally well be obtained along
the same lines.
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From what we have learned, it follows that this quan-
tity can be reduced to a functional of the basic quantities of
perturbation, that is ¥ and E, yielding

3e 1 &
) (E-32) 0

The Kinematical Variable n; The only nonvanishing quan-
tity in the kinematics of the cosmic background fluid is the
(Hubble) expansion factor 6. This allows us to define 1, as
follows:

Sxi = —2 (1 + (305)

e = ha0.p. (306)

The constraint relation (4) then relates this quantity to the
basic ones:

)y 3e
dni=—-—=(1+—)0:
a m

We can choose the scalar of curvature R, which like p
and 6 depends only on the cosmical time ¢, to be the U-
geometrical variable. However, it seems more appealing to
use a combination 7 involving R, p and 6 defined by the
equality

(307)

2
T=R+(1+3)p— 592. (308)
In the unperturbed FLRW background, t is defined in
terms of the curvature scalar of the three-dimensional space
and the scale factor a(z):

R
a?’
We therefore define the new associated variable 7, as

o = hoPTg. (309)

The variable t,, vanishes in the background. Its perturba-
tion can be written in terms of the previous variations, since
Einstein’s equations give

1
T = (p—§62).

Therefore, without any information loss, we can limit all
our analysis to the fundamental variables. Nevertheless, for
the sake of completeness, we exhibit the evolution equations
for a few gauge-dependent variables.

Perturbed Equations for p and 8 From (111), using the
decomposition of the perturbed energy density on the scalar
basis [defined by (287)], we obtain the following equation
of evolution for §p:

N—%,B,é+(1+k)9N+(l+)»)pH=0. (310)

@ Springer

Applying the same procedure to the perturbed Raychaud-
huri (108) and decomposing on the scalar basis (285), we
obtain the equation

1431
gN:O.

H-tpitrZon+"w 311
— 3P0+ J0H + 5V + (31D
To solve these two equations, we need to fix the gauge

B(t) and use the £ and ¥ obtained from the fundamen-

tal closed system (300). All the remaining geometrical

and kinematical quantities can be likewise obtained. This
completely exhausts our analysis of the irrotational pertur-

bations of the FLRW universe.

3.4.4 Singular Case (1 + L) = 0: the Perturbations
of the de Sitter Universe

We have seen that all the system of reduction to the variables
% and E was based on the possibility of writing the accel-
eration in terms of E and X. This was possible in all cases,
except for (1 + A) = 0. Although no fluid is known with
such a negative pressure, the fact that the vacuum admits
this interpretation has led to the identification of the cosmo-
logical constant with this fluid. We therefore examine this
case in the same way as was done in the previous sections.

In contrast with all previously studied cases, perturba-
tions of this fluid must necessarily contain contributions
from the heat flux or the anisotropic pressure. Indeed, if we
take both of these quantities as vanishing, then the set of
perturbed equations implies that all equations are trivially
satisfied, since all perturbative quantities vanish, except for
the cases where 8p = A8p, with A = Oand A + 1 = 0. We
will analyze these cases below.

When 8p = A8p, for A = 0, the system is stable. Indeed,
we obtain for the electric part of Weyl tensor, in the case that
0 is constant in the background, the following expression:

E(t) = Ege™ 5.

The other case of interest is the one in which the condi-
tion (1 + A) = 0 is preserved throughout the perturbation.
From (310), since p = 0 and (1 + A) = 0, it follows that
temporal variation of the energy density exists only if we
take into account the perturbed fluid with heat flux. We then
write

qi = q()0; (x").

Equation (111) gives the expression

- m
N =—gq. (312)
a

The projected conserved equation yields the expression

[see (112)]

(313)

. 2& 3¢
C]+9q+N=—2 1+— ).
3a m
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The evolution equation for the electric part of Weyl tensor
shows that
m
ECI ) 314)

where we have used the definition

. 0
S+28=-—
*3

1
S=FE— -¢X.
25

Finally, from the equation for the divergence of E;;, we
have the constraint

%(1+3—6>S:—(N+9q). (315)
a m

The evolution equation for the shear determines the
acceleration W. Equations (313)—(315) thus constitute a
complete system for the variables E, ¥ and g. This com-
pletes the general explicitly gauge-invariant scheme that we
have presented here, including the singular case (1 + 1) =
0. Before moving to another topic, just as an additional
comment, we note that it would be interesting to consider
the perturbation scheme in the framework of the Lanczos
potential. This will be done in a later section.

3.4.5 Hamiltonian Treatment of the Scalar Solution

The examination of the perturbations in FLRW cosmology,
which we analyzed above, admits a Hamiltonian formu-
lation, which we now consider (cf. Grishchuk [63]). In
this vein, the variables E and X, analyzed in the previous
section, are the ones that must be employed. From the evo-
lution equations for ¥ and E (300), it follows that they
are not canonically conjugated for arbitrary background
geometries.

The natural step would be to define canonically conju-
gated variables Q and P as a linear functional of ¥ and
E as:?°

O |an %
R

Functionals of the background geometry should be
expected to appear in the construction of the canonical vari-
ables in the functions «, 8, n and 8. This matrix is univocally
defined up to canonical transformations, a freedom we can
use to choose 1 and § as zero; we shall use this choice to
simplify our analysis.

The Hamiltonian ‘H providing the dynamics of the pair

(Q, P) is obtained from the evolution equations of E and X,
(300). The condition for the existence of such a Hamiltonian

is given by the equation
3
(1 + —6> —0. (317
m

@ B 1 2mé

—+—-—§—-0+ FyrE———

o 3(1 + X)pa

20The quantity Q in this subsection should not be confused with the
previous scalar basis.

(316)

B 3

It then follows that the Hamiltonian that provides the
dynamics of our problem takes the form

hi o hy ,
HZ?Q +7P +2h3PQ, (318)

where K1, h, and hj3 are defined as

_ B[+ § (& 0
h1=;[ 2 p*z(z*s)

mé? 3¢\ /A 1
Ty (1 + Z) (5 + §>] . (319)
o 2mA 3¢
=S e (1430

h_e B 51 2mh | 3e 1
=t e ()] e

Let us consider the case in which & = 0, that is, there is
no anisotropic pressure. The case in which § is nonvanishing
presents some interesting peculiarities, which will be left to
a forthcoming section.

We will choose § = a and take « as given by (317). We
then define the canonical variables Q and P by setting

0=z,
P = aE.

It then follows that H is given by

H=—A%1)P? +y*(1) 0%, (322)

where y (¢) and A(¢) are given in terms of the energy den-
sity of the background p, the scale factor a(¢) and the wave
number m as:

yi) = [(1 :A)} pa,

s L 2ma. 3¢
20 = 2 [+ e (147

Let us make two comments here: first, the system is not
conservative (that is, H is not zero) because the ground
state of this theory (Q = P = 0) corresponds not to the
Minkowski flat space-time but to the FLRW expanding uni-
verse. The second remark is that the same statement applies
to the nonpositivity of the Hamiltonian, also a consequence
of the nonvanishing curvature of the fundamental state. The
system under study is not closed; momentum and energy
can therefore be pumped from the background.

We notice that the Hamiltonian structure obtained in
terms of the variables £ and X is completely gauge-
invariant and, as such, deserves additional analysis, which
we will present elsewhere. Here, we only want to exhibit an
example in which this pumping effect can be easily recog-
nized. To this end, we apply the Hamiltonian treatment to a
static model of the universe.

(323)
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3.4.6 Fierz-Lanczos Potential

As remarked before, perturbations of conformally flat space
times do not require’! complete knowledge of all compo-
nents of the perturbed metric tensor 8g,,, although they
certainly need to take into account the Weyl conformal ten-
sor, which contains all the necessary observable information
(namely, §E;; and § H;;).

The tensor Wy, can be expressed in terms of the three-
index Fierz-Lanczos potential tensor—see Fierz [53] and
Lanczos [86]—which will be denoted by Lyg,, and deserves
careful analysis. Indeed, one could consider §Lqg,, as the
good object for studying linear perturbation theory, since,
as we shall see, it combines both §%;; and dax (which are
alternative variables to describe § E;;).

Before going into the perturbation-related details, let us
summarize a few definitions and properties of Lgg,,, since
the literature has very few papers on this matter.>>

Basic Properties In any four-dimensional Riemannian
geometry, there is a three-index tensor Lgyg, with the fol-
lowing symmetries:

Laﬁu + Lﬁau =0 (324)
and
Logu + Lgua + Lyag = 0. (325)

With such a Lyg,, we may write the Weyl tensor in
the form of a homogeneous expression in the potential
expression, that is

Waopuv = Lapiu:v] + Luvia: ]
1

+3 [Langsu + L gav
—L(@w&pv — L(pv)8a]
2 oA
+§L o 8afuvs (326)

21 The above-mentioned gauge problem has been widely discussed in
the literature (see [124] and references therein).

22This tensor was introduced in the 1930s to provide, much as the
symmetric tensor ¢,,,, does—in a more often used approach—an alter-
native description of spin-2 field in the Minkowski background. In
the 1960s, Lanczos rediscovered it, without recognizing he was deal-
ing with the same object, as a Lagrange multiplier used to obtain the
Bianchi identities in the context of Einstein’s General Relativity. How-
ever, only recently (cf. Novello [114, 115]) a complete analysis of
Fierz-Lanczos object was undertaken and it was discovered that its
generic (Fierz) version describes not only one, but two spin-2 fields.
The restriction to a single spin-2 field is usually called the Lanczos
tensor. We will limit all our considerations to this restricted quantity.

@ Springer

and
Ly =L,%,.

Due to the above symmetry properties, (324) and (325),
the Lanczos tensor has 20 degrees of freedom. Since the
Weyl tensor has only ten independent components, we see
that gauge symmetry is involved. This gauge symmetry can
be separated into two classes:

A(I)Laﬁu = Magpu — Mp8ay, (327)
and
@) o 1 1
A Lagy = Wopp — EWMMﬁ + 2 upsa
1 A 1 X
+§g/wzwﬂ T Eg/LﬂWa A (328)

where the vector M,, and the antisymmetric tensor Wyg are
arbitrary quantities.

Lanczos Tensor for FLRW Geometry The conformal flat-
ness of the Friedman-Lematre-Robertson-Walker geometry
implies that the associated Lanczos potential is but a gauge.
That is, we can write the Lanczos potential for FRW geom-
etry in the form

1
Lopu = Nagpu — Ng8au + Fapip — EFuoz;ﬁ

1 1 1
+§ upsa EgleﬂA;x - EguﬁFMA;w (329)

for the arbitrary vector N, and the antisymmetric tensor
Fop.

Perturbed Fierz-Lanczos Tensor In the case examined in
this paper (irrotational perturbations), the perturbed Weyl
tensor reduces to the form

SWaﬁuv = (naﬂysn/wkp - gaﬂyeguvkp)VyVA(SEgps (330)

since the magnetic part of Weyl tensor remains zero in this
case.

It then follows that the perturbed electric tensor is given
in terms of Lanczos potential by the expression

1
— 8Eij = 8Loif0:j1 + 0Loji0:i) — 50L00)Yij

1 2 o
—ESL(U) + §5L oA Vij- (331)

Although the Lyg,, tensor is not uniquely well defined
(since it has the above-discussed gauge freedom), we can
use certain theorems—see Novello [126] and Lépez Bonilla
[4]—that enable one to write Lyg,, in terms of the associ-
ated kinematic quantities of a given congruence of curves
in the associated Riemannian manifold. Following these
theorems and choosing the case of irrotational perturbed
matter, it follows that § L,g,, (the perturbed tensor of FLRW
background) is given by the equation

BLaﬁM = oy Ve + F(H)da Va1 Vi, (332)
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where

12 /2 1
Fit)=1-——— (—9+ §E> (333)

mWw \3

In other words, the only nonidentically zero components
of 8 Lyp,, are:

SLoko = —F(@)WV Oy, (334)
and
8Loij = —(1) Qij, (335)

which coincides with the previous results.

From what we have learned in the previous section, we
can conclude that this is not a univocal expression, that is,
(334) and (335) are obtained with a specific gauge choice.

Let us apply the above gauge transformation to the
present case. In the first gauge, (327), we decompose vector
M,, in the spatial harmonics (scalar and vector):

Mo =MD 1)Qx), (336)
and

M; = M (1) Q;(x), (337)
and in the second gauge, (328), we have that

Woi = W (1) Qi (x), (338)
and

Wij = —%si,-kvv@ (1) 0 (x). (339)

To sum up, asking what the Lanczos tensor is for the
perturbed FLRW geometry is one of the questions, like
the one concerning the perturbed tensor 8g,,,, that should
be avoided, since this quantity is gauge-dependent. As
remarked before, a good question is to ask what the per-
turbation of the Weyl tensor is. This was precisely the
motivation of the previous section.

3.5 Friedman Universe: Vectorial Perturbations

As discussed in the previous section, we will use the
perturbation formalism in Einstein’s theory of gravitation,
which is based on gauge-independent and evident physically
meaningful quantities, such as the vorticity, shear, electric
and magnetic parts of the conformal Weyl tensor and others.

In the scalar case, the convention has been simplified
in order to simplify the resulting system of dynamical

equations. For the vectorial and tensorial cases, however,
we feel that the convention set by Hawking [65] is more
adequate. Therefore, we will present it here.

The metric of the background is given in the stan-
dard Gaussian form, which defines a class of privileged
observers V* = §7. The projector &, defines, in the three-
dimensional space orthogonal to V%, the three-dimensional
quantities with the symbol (7). Thus, X, = htX B
denotes a projection into the three-geometry. Following the
same reasoning, we define the operator V, as the covariant
derivative in the three-geometry. The relation between the
three-dimensional Laplacian (@2) and the four-dimensional
one is given as follows:

o 0\? . .
VZXO,=<—) Xo +hEV? Xp.

‘We then introduce the fundamental harmonic basis of the
functions projected onto the three-surface

{0}, {Py(0)}, {Uap(x)}. (340)

In this section, we are interested in the vector basis
P, (x), which is defined by the following relations:

P, VH =0,
pr—o,
Ve P, =0,
V2B, = ;"—2 p.. (341)

where the eigenvalue (again denoted by m, although this
eigenvalue and the one in the scalar basis have no relation at
all) is given by

> +2,0<q <00, €=+1 (open),
m=1q, 0<qg<oo, €= 0 (plane),
n?—2,n=23,..., € =—1 (closed).

(342)

From this basis, it is possible to derive a pseudo-vector
and a tensor:

f)*a = nozﬂ,uv V/s ﬁMU’
Pup = Vg Py, (343)
wp = VB P,

suited to develop pseudo-vectors and tensors.
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The following vectorial relations are useful in obtaining
the dynamical equations:

A 1 ~
Pap) = —39 Pagp),
5 29 .
Pap) = =39 Papy
: 1 .

by =—30F;

1 .
VP Pap) = - (m + 2€) Py,

* 1 D *
VP By = <5 (m+26) B

N A~ m
a

A 1 A
7 Vg Py, = 5 (m —2¢) P,

Al

12 A 7 D _ M 3)
h(a hz) Nu YTy, VV P(U)\,) = h(a h;ﬁ) Plj

hiy By 1™ Ve Ny Py = —hig by P (344)
where we have used the constraint relation,
e 1 0\°
- ~—) =0, 345
2 3Pt (3> (345)
valid in the FLRW background.
The following auxiliary relations are also useful:
. 1 1
6 =—-0*—= 3p),
3 5 (p+3p)
p=—0(p+p). (346)

With the above basis, we are able to expand any good
perturbed quantity (again denoted by 6 X, where X is any
quantity associated to the matter content, kinematics and
geometry) as follows:

Swy = Q1) P,
8qu = q(1) Pa,
Saq = V(1) Py,
§Vo = V(1) Py,
80up = (1) Pap),
SHyp = H(t) Pl
8Eap = E(1) Pup,
87tap = (1) Pagp).

(347)

3.5.1 Dynamics

In order to derive simpler equations, we will again consider
the thermodynamic equation,

7 Hap + Tap = € 0up, (348)

@ Springer

in the limit of small relaxation time 7 (adiabatic approxi-
mation) and constant viscosity coefficient £ to obtain the
approximate form

0Mlyp =& 80p ~ I =& X. (349)

The vorticity can be written in terms of the three-velocity
as

1
Swy = 8Vy ~ V==-2Q.

- __ 350
5 (350)
We will denote by (x, &Js) the fundamental dynam-
ical and constraint equations, respectively. Introducing
(348) and (349)—(350) into the perturbed quasi-Maxwellian
(101)—(112) and making use of (341)—(344), we get

U 1
E— _£EX+Z0E+ < p)
2% T3 +2(/0+p)

1 1
+ﬁ (m —2¢)H + 19= 0, (351a)
Y+ 9+5 S+ E 1\11—0 (351b)
32 27
.1 1
H—+—19H 1E 152—0 (351d)
3 2 4>
.4 1 )
q+§9q+a—2(m+26)$)3+2p9+(,0+p)\11=0,
(351e)
and
T+ Q+2H =0, (352a)
1 1
2 1
+§9(p+p)§2—§0q=0, (352b)
1 1
a—z(m+2€)H—(,o+p)Q+§q:0, (352¢)
l( +26) T + l( 2¢) + 4 AY
— m € — (m — Le —
a? a? 3
2
+§(p—|—p)} Q—g=0. (352d)

With help of (345)—(346), it can be easily shown that con-
straint (352d) is unessential, since it is written in terms of
(352a) and (352c). We can write the constraint (352b) in a
simpler form as

1 2
E—§$E+—6)H=o.

3 (353)
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The fundamental differential system is now written as

.1 . 2 1
E— —§X+Z0E+ = )
25 +3 +2w+p)

1 1
+ﬁ(m_26)H+Zq=O’ (354a)
>+ 9+$ Y+ E 1\11—0 (354b)
32 2 7
. 1
Q+§99+§wzo, (354c¢)
H+19H L g lgz—o (354d)
3 2 4 o
4 1
q—i-§6q+a—2(m+26)§2—2p9+(p+p)\11=0,
(354¢)
and
T+ Q+2H =0, (355a)
1 2
E—§§E+§0H=O, (355b)
1 1
ﬁ(m+2€)H—(p+p)Q+§q=0. (355¢)

It could be argued that the acceleration W should be
eliminated from the dynamical system via the definition

dg = Vo = Vap VP.

If this is done, we obtain the expression

A . 0 A
\IIPO[:(V—}—gV) Py, — 8Ty,

However, it is easily proven (see Novello [122]) that

1
8Ty, = 5 0200).a = (Vo).

which is zero in the vector basis.
Then, assisted by (350), we have the following relation:

.2
W:—ZQ—EQQ,

which is precisely the dynamical (354c).

The variable W can then be eliminated only at the
expense of some degrees of freedom. This way we get phys-
ically motivated (i.e., by observation) algebraic relations
between acceleration and other selected variables. We will
restrict ourselves here to the three cases that follow.

The first possible choice is to admit a shear-free model
for the cosmological perturbation. There is no shear in this
case and hence the anisotropic pressure vanishes, too. We
will therefore refer to this case as “isotropic” henceforth in
this section. Equation (354b) then becomes

W =2E. (356)

The second possibility is to admit that no vorticity should
be taken into account. As it has long been known, a non-
vanishing vorticity usually brings difficulties related to

causality violation. Our motivation for this choice is there-
fore to eliminate the main source of causality breakdown. In
this case, we have

Q=0,

and (354c¢) then yields the result

v =0. (357)

Another possibility is to require the physical source of
curvature to be a Stokesian fluid, so that the energy flux
(heat flux, in this case) vanishes. Even though we can
always set this quantity to zero by a suitable choice of
observers, it actually represents a true restriction, for our
equations are written in such a way that the observer cannot
be changed, that is, we have already fixed the observer by
imposing the particle flux to vanish. Now, (354e) yields

1

U =—— (m+2¢) X 4+2160Q, (358)
a? (p+ p)

with

p+p)=0+1)p#0 A = const,

a relation that eliminates W for all but the de Sitter back-
ground. A subsequent section will study the dynamics and
Hamiltonian treatment of each of the three possibilities.

3.5.2 Permanence of Constraints

Since we obtained a constrained differential system, given
by (354a-354e) and (355a-355¢), it is useful to consider
whether constraints are or are not automatically preserved.
If we differentiate (355a-355¢) and inserts into the relations
(345)—(346) in the results, we come directly to the relation

. 0
®; = X2+X3+2X4—§<D1,

b, = 29 1( +p) @ eq) +1<1>
2 = X1 3)(4 2/017 1 32 23

e 1 (Q+2H)
2 \3 3 ’
. 1 1
d; = —(p+P)X3+a—2(m-I-26)X4+§X5
1

2
—ﬁ(m—i—Ze)CDz—gQCDg

(359)
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where ®;, i = 1, 2, 3 are the constraints, (355a-355¢) and
Xj»Jj = 1,...,5 are the evolution (354a-354e). Thus, it fol-
lows that no secondary constraint® (SC) appears in the case
of vector perturbations. This should be expected, since this
result reflects the fact the dynamical equivalence between
our basic (quasi-Maxwellian) equations and Einstein’s field
equations, which are complete.

3.5.3 Hamiltonian Treatment of the Vectorial Solution

If we keep all degrees of freedom, as we mentioned before,
the simplest solution for (354a—-354e)—(355a-355c¢) is then
to let W be a small arbitrary function of the background,
ie., ¥ = W(t), which can also be parameterized by the
perturbation wavelength m.

The constraints can now be used to eliminate three of the
five variables and the most suitable pair for this solution is
(X, ). The resulting free dynamics is

» = 29+$ b 99+1w
o 3 3 2
) 0 1
Q=——-Q— -V, (360)
3 2

directly integrable to yield the results

t
() =a (et {C+ / a2ty e

(Hy "co)
B3 o)
X 9
3
t

Q) =al) {C, - / %a(t/)\lf(t’)dt’ , (361)

(Hy "+co)

where Hy is the Hubble parameter and ¢ a positive integra-
tion constant.

Solution (361) can be thought of as a particular case of an
arbitrary linear relation®* between W and the fundamental
variables,

W=y Q+z() P +g(), (362)

ZTerminology due to Bergmann relative to Dirac’s work [41] on
constrained systems.

24Linearity required to preserve the coherence with our basic assump-
tion of linear-perturbations approximation. For the understanding of
the physical meaning of this relation, see the examples in Section 3.5.1.
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where

, . VG
y(): Q,z() 3P

and (Q, P) is a pair of canonical variables (as we shall see)
that describe the vector perturbations, given by

(7)=(G5)(a) (a)=%(%a")(F)

(363)

where A = a§ — By #0.

The above choice of variables is motivated by traditional
results of perturbations assuming a perfect fluid law; within
this assumption, both the vorticity and the shear are essential
variables: none of them may vanish, or else all the system
turns out to be trivial (see Goode [59]). In the more general
case, this result is inapplicable.

Differentiating (363) and using the dynamics in (360),
we find the following dynamics in terms of (Q, P):

0= [a-(%ws) a} E+|:B—§(a+ﬁ)] Q

+%(Ol—ﬂ)‘l/,
. . 2 . 0
P = [y—(§9+§> y] Z+|:5—§(y+8)} Q
—i—% (y =) W. (364)

To ensure that we are actually working with canonically
conjugated variables, we write the Hamiltonian constraint

o
[a—<§0+é) a}S—[B—g(aJrﬁ)}y
-G )

§ 0 5 A
|: —g()/‘i‘ )]054‘5(01—,3))’

—i—é (y =9z
2
(9+$)A+ [(@—=B)y+ (¥ —d)zlA,
(365)
and set the solution of ® = 0 in the form
A:%g)est,azézAlﬂ, (366)

with ag = const.
Equation (366) will indeed be a solution if

(@=Py+—-8Hz=0
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holds, which leads to the following three possibilities:

i) y#0,Vz - f=5 B=al—f) y=0;
ii) y=0,z2#0— B =0, y =a;
iiit) y=z=0 — B =0, y=0

For the first case, the dynamics results in
0=(2-26-e+%:) 0
“\a 3 ZZ
0 .« o
—— 1—f)—f—— P4+ — R
t-Srasa-p-j-grz|paSre
(368)

. o a 0 « o
p = +l==-=== P——g, 369
2yQ (a 3 2Z> 2g (369)

described by the Hamiltonian

1 0 .
H(Q, P) = %Q2+5 [—§f+§(1—f)—f—%fz] p?

—(3—9—— )QP+9(Q+f P)
« 3 2° 2 &
(370)
For the second case, the dynamics becomes
0 a 0 £) o+ 9+oz P+1
= _— = = —_— — -
a3 3772° 2 %8
. a 2
P = (—— —9) P, (371
a 3
associated with the Hamiltonian
Ho. Py =2 (“2 4% P2
T \T3 T
a 2 o
—|-=-Z6)QoP+=gP (372)
o 3 2

The third case is equivalent to the situation described by
(354a-354€) with new variables and can be written in the
form

Qz(g—%e—ﬁgy)Q+<—€+gy)P+3g,
a 3 2 3 2 2
pz_ﬁyQJr(Z_Q_ﬁy)p_ﬂg, (373)
2 a 3 2 2
The Hamiltonian associated with this case is
o , 1 0 « 2
HQ. P) =70 +§<—§+E)’)P
a 0 « o
—(E—E—EY>QP+55’(Q+P)-
(374)

3.5.4 The Specific Solutions

We proceed to study the three particular cases presented
in Section 3.5.1, where a degree of freedom was lost to
eliminate the acceleration W.

In the first case (isotropic or shear-free model),
we have ¥ = 0 and, with (356) in the sys-
tem (354a-354e)—(355a—355¢c), we obtain the following
results

H(@t) = Cra2(1),
Q1) = —2Cra" (1),
V() = —TGa ®),

q() = =2C1a72() [ + 200 a0 +2(0 + )],
(375)

where Cj is an integration constant.

A nonzero heat flux is needed for a shear-free lin-
ear perturbation, since zero shear is a characteristic con-
dition for no perturbation in the perfect-fluid case (cf.
Goode, [59]).

The second case (irrotational model, 2 = 0) gives,
upon substitution of (357) in (354a-354e)—(355a-355¢), the
following results:

X(t) = Cra (1) e8!,

H(t) = —% a 2(r)e 51, 76

E(l) =G, (% + %) a=2(t) e €1,
q(t) = Ca(m +2¢)a*(t) e 75",

where C; is another integration constant.

In this case, the fluid must be nonperfect to allow a linear
perturbation with zero vorticity.

Finally, for the third case (Stokesian fluid), with
g = 0, p = Ap and (358) being valid, the sys-

tem (354a-354e)-(355a-355c) yields the reduced
dynamics
. 2 1 (m+ 26))]
Y=—|-0+¢(1+ = ——F)]| 2
[3 $< 2a (p+p)
0
—(1-30)=-Q,
( ) 3
G LmF29 5 qiamla (377)
~2a% (p+p) 377
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We again seek a Hamiltonian description with variables
(Q, P), using the transformation in (363). Differentiating
these expressions, we find that (377) can be rewritten as

[ T2 1 (mt20))]
Q_{a [ 9+§(1+22 (p+p)>

1 (m+2e) 1
o )Sﬂ}K(MQ—ﬂP)

+{5—[a(1—3)\)+ﬂ(1+3)\)]§

X(=y Q+aP),
. T2 1 (m+2€)\]
19:{7/_[59+§<1+m (p+p)>_

1(m—|—26) 1
5f — (60— BP
(p+)§}A(Q BP)

+{S—[y(1—3k)+8(1+3k)] g}
X(—y Q+aP).

> =

1
A
(378)

From (378), we read the Hamiltonian constraint

10
o A<8Q+_)
A[f e (14 Lt _
=i [Sre (1rgp Gy )| arrea=
(379)

whose solution is given by the expression

t

al=3» (t) expé& /

(Hy "4co)
{ 1
1+ —

(m + 2¢) } y
21 +1)p@) ’
where ¢ is again a positive integration constant.
We now set the Hamiltonian variables (Q, P) as given
by (363) with

Alt) =

(380)

a=8=AY2
p=vr=0,
where A is given by (380).
We finally obtain the dynamics

s Ja o2 1 (m+2e)
Q—{a 37 E[]+ 2(p+p)]}Q

{1 3A9 P
~{a- )ﬁ

=5 e o4 [S-a-m]| v
2a

(p+p)
(381)
@ Springer

under the constraint of vanishing heat flux

2
Q=—p+ 24 (382)

m+zﬂ””ﬂp

The associated Hamiltonian is then given by the equation

0.7 =1 [ 029
2 1+34)6
3Hiwmé+m o't
—(1—3A)§P2—{(1+A)5

(383)

As an example, the equations of motion (381) can be
explicitly integrated by taking (382) into account. Thus, the
system evolution follows the equation

£ 1 (m +2€)
2 [1+W (p+p)]} P

(384)

. 6
P:—{(1+9k)8+

which can be readily integrated and we finally find that

) (1+92)
——[1+—2a p+p|a 2
Q= m 120 PP

t

_é N 1 (m + 2¢) ] Y
P73 f T 22200 ) p) ’
(H(;‘Jrco)
1492
P = _( —29 ) g /t |:1+#
— P12 242(1)
(5" +e0)
(m + 2¢)

x—] 't . (385)
(I+2)p@)
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Back to the physically relevant variables, we find, in
particular, that

t
1
Q) =a P exp{ —¢ / 1+ —
2a2

(Hq ' +e0)

(m 4+ 2¢)

X—:| t (386)
(4 p(0)

The perturbation in the vorticity appears to diverge and
hence to break down our fundamental approach of linear
treatment, for perturbation wavelengths such that

m<—2¢—2(1+1a’p. (387)

However, (342) shows that m > —2e¢, always, so that
Q — 0, a result that we could have expected from the
angular-momentum conservation law.

We therefore find the minimal set of observables for the
vectorial mode:

Mzector — {Z, Q,q» \IJ}

The system is not closed, however, since the variable W
cannot be written in terms of the other ones. In order to
solve the system, we therefore have to eliminate one of the
variables and lose a degree of freedom.

3.6 Friedman Universe: Tensorial Perturbation

Here, we will proceed as in Section 3.5.1 to derive an
ordinary differential system that describes tensorial pertur-
bations in terms of good variables.

The tensorial basis l}aﬁ (x) is defined by the relations

0Olﬂ =0,
h U, = 0,
VEO, =0,
00{/3 = 0/3057
V2005 = 20 388
Uaﬂ = pUOlﬂv ( )

where the new eigenvalue m has the following spectrum

q2+3, 0<g <oo, €=+1 (open),
m=1q, 0<g<oo, €= 0 (plane),
n2—3, n=34,..., ¢ =—1 (closed).

(389)

Using the tensor basis, we can define the dual tensor

N 1 A oA
Uy, = 5k, 1l 1™ Vi Ve Uy (390)

We employ the following tensorial relations to obtain the
dynamical equations system:

X 1 .

U; =—§9U;ﬂ,

Mk m 192 2 _1 3 2
Uaﬁ_ a—2+P_§ Uaﬁ—a_z(m_ €) Unp,

(391)

which involves the energy density p and the expansion
coefficient 6.

We now expand the good perturbed quantity on the above
basis to find the expression

80up = X(1) Uyp
SHap = H(t) Ujy
8Eqp = E(t) Ugg
87tap = (1) Unp, (392)

where the time-dependent functions ¥, E, H and m are
unrelated to the vector components of the previous section.

3.6.1 Dynamics

Under the properties (388)—(391) and again making use of
(349), the quasi-Maxwellian equations are written in the
form

EEE+BE19§(+)E
2 2 |35 WP
1
+—2(m—3€)H=0, (393a)
a
. 2 &
H+§9H+E+§Z=O, (393b)
. 2 &
Y+ §9+§ X+ E=0, (393¢)
constrained to
n=H-X=0. (394)

We also know that & is dynamically preserved as fol-
lows:

) 2
n=xz—xa—§9n, (395)

where x> and x3 are (393b) and (393c), respectively.

From this we are, therefore, authorized to insert it into
dynamics, a procedure that leads to the unconstrained cou-
pled differential system

E 6 § E ! o5
+( +§) +{§|};— <§+§>+(p+p)i|
_Lz(m_ge)}yzo, (396a)
a

(396b)

H + 29+§ H+E=0
3 2 e
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The coefficient H in (396a) in the de Sitter background
yields a positive?® constant leading term, for times such that
(1/a*) ~ 0. This feature will be important in Section 3.6.2.

We also stress that (396a)—(396b) have nontrivial solu-
tion unless both (E, H) are assumed to be nonzero.
That is, both variables are essential in describing tensor
perturbations—it should be remembered that these variables
constitute the electric and magnetic parts of Weyl tensor.

3.6.2 Hamiltonian Treatment of the Tensorial Solution

The basic system given by (396a)—(396b) can be described
in the Hamiltonian language, which provides a more elegant
interpretation of the dynamical role of our variables. The
link between it and perturbation theory has worth on its own.
We thus introduce new variables

(£)-G9)()

where we suppose

(397)

Asdet(?jg):(w—ﬁy £0,

which is proven a posteriori to be actually correct. There-
fore, we can use the set (Q, P) for (E, H) in order to
characterize the tensorial perturbations. Inserting definitions
(397) into (396a)—(396b), we eventually get the result

o fece ()] oo Gt
—a G [E <§+%>+(ﬂ+p)}
L)
rfper (o) eepos oo
—v G [S <§+§)+(p+p)}

—aiz(m—3e)>} H.

We also need to show that our variables are, in fact,
canonically conjugated to each other, as suggested by the
notation. That is, we again make use of the Hamiltonian
constraint
d=A <Q+E> =A—<§9+g> A=0. (399

00 oP 3

A particular solution of (399) is

Al)=a (1) e,

(398)

(400)

25 Astronomical observations show that the Hubble constant, here
translated to 6, is positive, even if there is no universal agreement on its
magnitude. Thermodynamical reasoning ensures the nonnegativeness
of the parameter &.

@ Springer

and we then set

a = A?,
(S — A(lfa))’
B=y=0, (401)

where w is an arbitrary constant.
With the choice (401) and using solution (400), system
(398) becomes

_[G“)—l)wr(a)—%) g} P— Al 9

s _ 8 (0 &) 1
Q——[2(3+2) 2(erp)

P

1 _
-5 (m — 36)} ACe=D p

o Gore)-(3)] e

From this, we directly read the Hamiltonian

(402)

1 o, n[E/0 &\ 1
_ 1|5 (2 s\, 1
H(Q, P) = 2A [2<3+2>+2(,0+P)

1 2
—a—z(m—3e) P
—{—%A(l —2w) 0% + [(gw— 1) 0

+ (w - %) g] PO.
(403)

This result shows that the de Sitter (9 = const.) geom-
etry admits a tensor perturbation Hamiltonian of a typical
harmonic oscillator with imaginary mass, which evidences
instability. This is obtained by setting the arbitrary constant
parameter

w— E (20 + &)
2 (560 +3¢)’
in the Hamiltonian (403).

We thus recover the well-known result of the instability
of the de Sitter solution. The above result also shows, how-
ever, that the same remark applies to arbitrary Friedman-like
backgrounds with no tensorial perturbation in anisotropic

pressure tensor, £ = 0. In such cases, we set @ = 3/5 to
find that

_ LA L 2
H(Q, P) io= 22 |:(,0+p) am 36):| P

+% A5 Q2 (404)
where (Q, P) are given by the equality
0 =d1)e’' E
P = a’(t)est' H. (405)
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To summarize, we have found that there is a complete set
of good perturbed variables for tensorial modes:

Mffnsor — {E, H}

In this case, the system is closed and completely indepen-
dent of the other modes, due to the linearity of the harmonic
basis.

We have also obtained the Hamiltonian formulation for
all modes, according to the previous sections and we can
address the possibility to canonically quantize the cosmo-
logical perturbations of FLRW universes. The next section
will discuss this analysis in more detail.

3.7 Friedman Universe: Quantum Treatment
of the Perturbations

In Sections 3.4, 3.5 and 3.6, we have shown how to treat, in
a completely gauge-invariant way, the evolution of the per-
turbations of FLRW universes. Besides, we have shown that
it is possible to select a minimal set of observable quanti-
ties to analyze the perturbations of the FLRW universe. We
have also shown that the complete dynamical system of the
perturbed geometry is described only in terms of two quanti-
ties: E and X (respectively, the electric part of the conformal
Weyl tensor and the shear), for scalar perturbations: E and
H, (where the last quantity is the associated magnetic part
of Weyl conformal tensor) for tensorial perturbations. For
vectorial perturbations, in a more general case, this minimal
set should be expanded to include E, ¥, H and the vortic-
ity . Now, we have completed the classical treatment of
these gauge-independent perturbations; it is rather natural
then to go beyond the classical theory. Indeed, the purpose
of this section is to treat the perturbations in the quantum
framework.

This amounts to using a semiclassical description in
which the background geometry is taken in the classical
framework and considering the perturbations as quantum
variables. There are many ways to perform this task. Here,
we will follow a very natural way that consists of applying
the method of the auxiliary Hamiltonian, which was intro-
duced before. The problem can be stated in the following
way: using the quasi-Maxwellian formulation of Einstein’s
General Relativity, we find out that the complete dynamical
system reduces to the form

] =]

where M is a 2 x 2 matrix containing information that char-
acterizes the background geometry and M are the “good”

(406)

observables that describe the pertulrbations.26 The dot ()
denotes a temporal derivative.

For the FLRW background, this set constitutes a nonau-
tonomous dynamical system. Direct inspection of the matrix
M shows that it is not trace-free; thus, this system has no
Hamiltonian. Nevertheless, we have exhibited a method that
allowed us to obtain an auxiliary Hamiltonian A for this
system. As we will see later, the linear relation between the
associated canonically conjugated variables (Q, P) and the
original physical quantities (E, ¥, H, or £2) is not unique.
This is not a drawback of this approach, but merely a con-
sequence of the fact that the set of possible pairs (Q, P) is
related in turn by canonical transformations.

The existence of this Hamiltonian leads us to consider
the possibility of employing the canonical method to arrive
at the quantum version of the perturbed set. The quan-
tum study of these perturbations in FLRW was done by
Lifshitz [89], Hawking [65] and Novello [118]. However,
all these previous works deal with variables which either
are gauge-dependent or follow the general scheme intro-
duced by Bardeen [9] and subsequent papers (cf. Ellis [50]),
which has a difficult physical interpretation. This makes the
analysis more complex.

Our method, in which the gauge problem is inexistent,
seems to be really the best way to make the transition to
the quantum version. Alternative methods, the minisuper-
spaces approach (e.g., Ryan [139]), for instance, suffer not
only from needing to fix a gauge, but also from the fact that
the order in which this choice is made (before or after quan-
tization) leads to different theories. Even the schemes that
consider gauge-independent variables (as initially defined
by Bardeen) have, as a main problem, the absence of evi-
dent physical interpretation for the variables, which makes
the physical comprehension of the results quite complex.
Since the gauge-independent variables in our method are
observables and completely equivalent to Bardeen’s, the
advantages of quantizing the dynamical systems obtained in
our procedure are evident.

In order to perform the quantization of our system, we
will make use of squeezed states of quantum optics, which
was first employed in the framework of Cosmology by
Grishchuk [63], Schumaker [140] and Bialynicha-Birula
[16], in procedures that suffer from the same aforemen-
tioned difficulties. The advantages of including the method
of gauge-independent variables in this approach are there-
fore obvious.

All the definitions and notations employed in obtaining
the results for gauge-invariant, observable perturbations in
the FLRW background (scalar, vectorial and tensorial) are

26Here, we are considering only the cases in which the minimal closed
set of observables contains only two variables. In the more general
vectorial case, M should be a 4 x4 matrix, as stated above (see Section
3.7.3 for more details).
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equally valid here. We therefore write the FLRW geometry
in the standard Gaussian coordinate system.

For a comoving observer (one with V¥ = §7), we let p
denote the energy density, p denote the isotropic pressure
and 6 denote the expansion. The constraint relation

< Lo (%) 2o (407)
2 377\3) 7

holds, along with the following auxiliary relation,

L = pPo a_3 (H_)‘), (408)

which comes from the Raychaudhuri equation for a fluid
with the usual linear state equation p = A p. The parameter
po denotes the energy density for a(fg) = 1.

We will use £ to denote the viscosity. As before, we will
consider it in the limit of small relaxation times for the adi-
abatic approximation of the thermodynamic equation (see
Novello [122]) and, given this choice and thermodynamic
considerations, will take it as a negative constant.

We will choose the geometrical units system, i = k =
¢ = 1. The constant m will denote the wave number asso-
ciated to the perturbations in the FLRW background and
the arbitrary integration constants « and b will be employed
throughout the section, for all three perturbation types.
Additionally, we will denote by calligraphic letters the
matrices (such as the Hamiltonian matrix #) and by capital
letters their linear counterparts (for example, the Hamilto-
nian H). When following the standard quantization proce-
dure, in an effort to keep the notation simple, we will make
no explicit indication (such as turning the Hamiltonian H
into the Hamiltonian operator H), except for the creation
(a™) and annihilation (@) operators, which will distinguished
from the the scale factor a(¢) by the “ (™) symbol.

3.7.1 Auxiliary Hamiltonian

Consider the linear two-dimensional dynamical system for
the variables M| and M, which gives the dynamics of evo-
lution in the FLRW universe background for the minimal
closed set of these gauge-independent linear perturbation
quantities, given by the equality

[ =]

where M is a 2 x 2 matrix that may depend on time through
the known background quantities and M are the observ-
ables forming the minimal closed set that describes all the
perturbations. As it has been pointed out, the variables (M|,
M>) are not canonically conjugated.

We thus define a new set of variables (Q, P) as follows:

R AR I

@ Springer

(409)

(410)

where «, 8, y and § are functions of time and §, the trans-
formation matrix, has an inverse and a determinant given by
the expression

A=det(S)=ad—By #0, (411)

As a consequence, the variables (Q, P) satisfy the fol-
lowing dynamics:

9)-n13)

where #H is a 2 x 2 matrix depending on time through M
and the transformation matrix S.
From (409) and (410), it follows that

H=SMS'+5s5L

If we require (Q, P) to be canonical variables, then the
matrix H must be traceless:

TrH =0.

From the above equation, we can see that

Tr M+ A =0, (412)
A
which can be easily integrated.

Thus, we have a set (Q, P) of canonical variables, with
an associated Hamiltonian H that is linearly related to H.
The above condition ensures that the set («, 8, ¥, §) has
only three independent quantities. These degrees of free-
dom are fixed by the canonical transformations, as it will be
discussed later.

The most general quadratic Hamiltonian for our system
can be written as

HZTQ —|—7P +2h3 P Q, (413)
the equivalent matrix form of which is

| 2h3 ha
H= |:_h1 _2h3] (414)

where h;’s are functions of «, B, y and §, as well as of
quantities in the FLRW background.

Equation (414) allows us to decompose H as H = ji. o,
where ji has the following components:

((hz—h1)

i
, =(h1 + hy),2h3 ).
5 2(1+ 2) 3)

The hy (k = 1,2, 3) depend indirectly on the parameter
t, through the known quantities of the FLRW background.
The vector & is built with the Pauli matrices

01 0 —i 10
AT=1100 2Tlio |l BTlo-1 |
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Expressed in terms of background quantities, the /4 vary
according to the perturbation type. They will be presented
in future sections. For now, we have that

M| |2 b)) E
R
for scalar, vectorial and tensorial perturbations, respec-
tively.2’

Let us make a canonical transformation by changing the
variables Q and P into Q and P:

3-13)

We then obtain a new Hamiltonian for the transformed
system as a function of the previous one and of the transfor-
mation matrix J, that is,

(415)

H=JHIJ "+ (416)

To guarantee that the system will still be described by a
Hamiltonian, we require H to be traceless

Tr (.iJ—1> =0,
that is,
det J = 1. “417)

This is but the well known fact that quadratic Hamil-
tonians constitute the equivalence class of the harmonic
oscillator. The group SL(2,R) describes the canonical
transformations on a plane.

3.7.2 The Scalar Case

The Auxiliary Hamiltonian In this section, we will present
the results of the auxiliary-Hamiltonian method for the
scalar perturbations of the FLRW background (cf. Novello
[122, 123]). The resulting dynamical system for scalar per-
turbations in the general case (with nonzero viscosity &) is
given by the equalities

$ 2m ! 3¢ A 1 1 5
= [ (4 ) (5+3) 3

- [1 4 2mh (1 + 35)} E (418)
(1 + 1) pa? m ’

27n the specific case of a Stokesian fluid, the observables for vectorial
perturbations yield a reduced dynamical system (for more information
on that issue, see Novello [123]).

and

=t [ (v X) (B D) e

_2[(1+,\)pa2<+m <2+3)g
£ 6
—7—(1+x)p—55}2

m ! 3e 0 & E
e (o) e+ 545

The components of the Hamiltonian matrix (414), hy, are
then written as follows:

(419)

_i . : 5, (1+2) 2 _ g
hl—A: yo+yo+6 S PV (I+xL) )/53-1-
& 1 2 (§ ®—§L)
- E[2y8L<A+§>75 (E(lka)+ 3 )]},
L P S 0 (LR
hy = X :aﬁ af—a“(1+1L) a,B3+/3 3 o+
& 1 2 (& ©—&L)
- E|:2(¥/3L <l+§>—ﬂ (5(1—)\.14)"‘?)]}
h ——{ s y PR 14+4L) 57
3= A7 +By -8 > pt+ayd+ +a 3+

& 2L
-3 [a8(1+AL)+ﬂy <?7(17AL)> +

& ®—-&L)
—ﬂS(E(l—AL)—F 3 )]}

The auxiliary quantity L on the right-hand sides of (421)
is defined as follows:

I = 2m 1+36
(14 A)pa? m)’

Given (421), the condition (412) for the existence of the
Hamiltonian now reads:

A o Y2
Z‘§‘5<‘5>—-

We will tackle the simpler case of zero viscosity for
scalar perturbations in the FLRW background, which then
yields

(420)

(421)

A(t) =k a(t), (422)

where k is an integration constant.

Canonical Quantization The problem to be analyzed at
this point is but a single harmonic oscillator problem
with a time-dependent quadratic interaction. This problem
appears in many different contexts, e.g., the equation for
quantum test fields in homogeneous and isotropic expand-
ing/contracting universes, quantum optics, etc. There are
many ways to face this problem; here, we will follow the
standard procedure of quantum optics. The creation and
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annihilation operators a and a' are defined in the standard
way as

a= %(Q—HP),
it=Lo—ip.
2

(423)

Using (413), (421) and (423), the Hamiltonian then
becomes

H = Hy + Hijn, (424)
with
Hy = w(t)(1 4+2N),
1
w(t) = 7 (h1 + ho), (425)

where N is the number of particles (photons): N = a a.
The self-interaction Hamiltonian is given by the expression

Hip = n(0)a* + n*0)(@"?, (426)
where

1
n() = Z(hl — h2) — ihs, (427)

and n* is the complex conjugate of 7.
Schrodinger equation is then easily written for the
operator H as

LAY (R, 1) -
i e Hy(x,1),
with the wave function ¥ (X,f) given by the equality
P(xX, 1) = Ul(t, to) v (%, to), where U (¢, tp) is the evolution
operator.

We will now proceed to solve the equation above by
employing the quantum-optics formalism. This involves
writing the time evolution operator as a product of the rota-
tion and the single-mode squeeze operators, along with a
phase factor:

U(t, t0) = €% S¢.g) R(r)s
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where the phase ¢ is time dependent and the rotation oper-
ator R(ry and the single-mode squeeze operator S, are
defined as

Rr) = exp (—iF a &T) ,

exp {% [efzw G2 — ke (&+)2]} ’

Str0)

respectively, where I, r and ¢ depend of time through the
known quantities in the FLRW background and are defined
as the rotation angle, the squeeze factor and the squeeze
angle, respectively. It should be remarked that all these
quantities are real. For further details and explanations, the
reader should see Novello et al. [124].

A direct albeit somewhat long calculation reduces the
Schrodinger equation to the following first-order coupled
differential system:

o) = %9(0,
2w

M= ——,
cosh(2r)

1
F = 3 (h1 — ho) sin (2¢) — 2 h3 cos (2¢),

1
rg = 7 (h1 — h2) cos (2¢) 4 h3 sin 2¢) — w(t) tanh(2r),

(428)

where w () is defined by (425).

We now proceed to solve the system (428). The last
two equations being coupled, their integration is very much
involved. However, they can be easily integrated if we first
transform the Hamiltonian matrix H by means of a canoni-
cal transformation matrix J, given by (416) and (417), such
that the transformed Hamiltonian acquire the form

1 /- -
o= (hl n hz) —0, (429)
We will drop the (7) symbol from now on to simplify
the notation. This transformation can always be carried out,
since it only amounts to appropriately choosing the original
functions «, B, y and §. The first step taken is then to choose

s=(“ BY (a O
“\yd8) \O«kaja)’
where « is an integration constant that comes from the

condition of existence of H, (421).
The condition (429) may then be written as

(430)

(1+2) Ka\2 2
. p(?) — (1 4+ArL)a? =0,
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which then gives

k2(1 4+ 1) po { 2X

4
1) = —
o’ (1) 2 (130 0+ 2 p0

-1
x (m + 3e¢) a(1+3)‘)} ,
431)

where po is the matter density when a(ty) = 1.

The right-hand side of (431) is always positive, since
m > —3e¢ in all circumstances. We therefore have the
following results:

K2(1 4+ M)p 5
—

hy =
! 2a

= _hZa

R | R

hy =

3

e

KX1+1)p i

t) = —(hy —hy) —ih3 = - = —. 432
n(r) 4(1 2) —ih3 1002 7 (432)

We now proceed to integrating the differential equations
in r and ¢, which yields:

re Y = —2j /n(t) dt.

To make the integration on the right-hand side simpler,
we will choose the case of spatial curvature zero and A =
1/3, to find®®

j 1 2
+= {m a)+ = In (a2 + ﬂ)} S @33
4 2 m
With the result in (433), it is a simple matter to decouple
the differential equations to find the expressions

1
rsin(2¢)=—ﬁk {_ £a2+1+ﬂ
ay 2po 4p0

1 2
rcos (2¢) = 7 In |:a4 (1 + ﬂ>j| .
m

Observables From the above construction, it follows that
the observables of the theory are written in terms of the cor-
responding creation and annihilation operators in the same
modes.

(434)

28To be compatible with most of the cosmological models, in this
section, we assume that the quantum phase of the Universe is radiation
dominated. Note that the calculations can be easily extended for the
case in which a previous inflationary regime is present.

For the shear ¥ and for the electric part of Weyl tensor
E, we have

T = x(a+ x*0a’,

E = W(a+ v na, (435)
where x (¢) and W (¢) are defined as follows:
1
) = —0©+ip),
X Jan B
1
U() = —(—y +ia), 436
() ﬁA( 4 ) (436)

with «, B, vy, § the same quantities defined by (410).
On the basis of the same solution, (430) and (431), we
easily find that

1

x(0) = ——=x"®),
ﬁoz
o

V() =i — = -V (). (437)

«/zlca(t)

The commutator is then easily calculated to give
1

27 El=—i N 438
(2, E] L ea®) (438)

if the choice h = ¢ = k = 1 holds.
The total noise of the observables X and E can be
calculated as follows:%?

(WIIAZP|y) = cosh (2r) (O]|AZ?|0),
(WIIAEP|Y) = cosh(2r) (O||AE[*|0),
where <1p [|AX |2|1ﬂ> is the total noise calculated at the time

t, <0| | AX|2|O) is the total noise in the vacuum state and r(z)
is given by (434).

(439)

3.7.3 The Vectorial Case

In this case, we find that the resulting dynamical system is
not closed: it depends on the choice of the perturbation in
the acceleration W. Three different reduced dynamics have
been studied:

e Stokesian fluid: ¢ = 0; p = Ap
®  Shear-free model
e Vorticity-free model

The second and third models give very simple, directly
integrable results. The Stokesian fluid model implies, for the
perturbed acceleration W, that ¥ = 21 6 Q2 and we obtain a
closed reduced dynamics for the observables X and €2 (the

2This quantity is defined as the mean-square uncertainty in the annihi-
lation operator a. The total noise of a Gaussian pure state is conserved
even if the total number of photons is not and, it is therefore more
useful to describe the quantum wave functions obtained from the
Schrodinger equation. See Novello et al. [124] for more details on this.
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shear and the vorticity, respectively). This is the case that
will be quantized here.

Auxiliary Hamiltonian As for the scalar case, we here

present the results of the auxiliary-Hamiltonian method.
The reduced closed dynamical system for the special case

of Stokesian fluid with nonzero viscosity and zero heat flux

q is:
_ % (m + 2¢)
¥ {39+§[1+2<1+x>pa2“2
0
—(1—3A)§Q,
_ (m + 2¢) _ Q
= 5—2(14—)»),05122 (1+3A)3Q, (440)

where we must have ¢ = 0, p = Ap and ¥ = 240 Q. The
condition for the existence of a Hamiltonian then reads

— ke 3HD EMD),

A(t) (441)

where k is again an integration constant and M(¢) is an
auxiliary quantity, defined by the equality

_ (m + 2¢)
MU%—[[L+ZTIB;;]

We can now proceed to the quantization formalism
described by (423)—(428). With the choice

p=yr=0,
At
5o A0
o
4 _ _g (m + 2¢) 1 a7+90) p26M (1) 402)
2 (1421 =34 P0b ’

we obtain the following Hamiltonian coefficients h;,
(G=1,23):

_ _ __[_Emt2000 .3, (1_3)‘)
hi(t) = —ha(t) = \/6 p a )

1 (6 2
h(e) = 3 <g—§9>.

Since the viscosity & is negative, due to thermodynamic
considerations and since m > —2¢ in all cases (see Novello
[123]), the function «(t) is real.

We are then able to decouple the differential system
resulting from Schrodinger (428), to find that

(443)

a2
r cos (2¢) = In (b —> ,
o

r sin (2¢) = i\/é
0

(3)\. — 1)(m + 26) a(1+3x)
6(1+2) ’
(444)

with « given by (442) and b being an integration constant.
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Observables The same method applied to the scalar observ-
ables can be employed here to the vectorial case, with the
results

s=lo-—L @+ah
=—-0= a+ah,
o ﬁa
—EM(1) —EM(1)
ae ae .
Q=%  p__ ;% a—ah. @45
V2ica31+0) l«/EKa3(H‘)‘) @=a’) (443)

And in this case, the commutator between the perturbed

variables is expressed by the following expression:
e EM®
[E, Q] =1 m

Finally, the relation between the total noises of ¥ and 2
at the time ¢ and their total noises in the vacuum state is
given by the equations
(W[|AZP|W) = cosh (2r) (0]|AX[?(0),

(W||AQP*|W) = cosh (2r) (0]|AR*(0),

where r is given by (444).

The Case &€ = 0 If we consider the special case of vec-
torial perturbations in a Stokesian fluid with zero viscosity
(& = 0), we can follow the same steps detailed in previous
subsections to find the Hamiltonian coefficients

h1 = —hy =0,

1 fa 2
b=~ (2-20),
2 \a 3

where we have the choices

(446)

o = arbitrary function of time,
B=vy=0,
5 = Sam)?,
o
and the condition A = 1/3 must hold, so that w(¢) is zero

and the system that arises from the Schrodinger (428) is
easily decoupled to yield the results

2
r = ln(ba (t)),
o(t)

¢ =0, or

¢ =—m, (447)

with b = const., again.

The condition on A ensures that our model for vectorial
perturbations in a Stokesian fluid with zero viscosity only
applies to the radiation era.

The observables X and 2 are then written

1

1
Y=—0Q0= a+ah,
o (t) ¢ V2a(t) @tay
a(t) a(t) A At
- - i @G-ah, 448
ka*(r) l V2ka* (1) (@ ) (448)
ifth=k=c=1.
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The commutator between X and €2 will then be

1

[2,Q]=—i m,

(449)

and the total noises of the observables will be related to their
values in the vacuum state as follows:

2

(W[|AZ W) = cosh (2 In (b “—(t)>) 0[1AS2]0),
a(r)
2

(W[|AQP|W) = cosh (2 In (b “—O))) (011AQ[210).
()

(450)
3.7.4 The Tensorial Case

In this case, we obtain a new dynamical closed system for
the observables E and H (the electric and magnetic parts of
Weyl tensor, respectively) as follows:

(e LG o]

_aiz (m —36)} H,

H:—E—<%9+§> H.

3 > (451)

The transformation to the variables (Q, P) follows the
procedure in the scalar and vectorial cases, (410)—(414). The
condition for the existence of a Hamiltonian is then
A@) =ka (1) e, (452)
where « is again an arbitrary integration constant and H

is again given in the form of (413), with the following
coefficients:

o= A Y S S S
I_Z{_V“L +tavdtyo—y
§ (0 & 1 (m —3e)]
|:5 <§+§>+E(0+P)—T_},
hz=%{—dﬁ+ﬁ2+§aﬁ+cxﬂ'—a2
£ (0 & 1 (m—3e)7
[5(5*5)*5“’“’* pe }
hy = ! ; ; S—ad (6 § 29 5
3—E{—aﬁ—/3)/—ﬂ -« <+§>+ﬂy(§ +5)
§ (0 & 1 (m — 3¢)
+ay|:§(§+§>+§(p+p)— o } (453)

We are then able to perform the quantization by employ-
ing the standard method described by (423)—(428) and by

making the same choice w(#) = 0 in order to decouple the
first-order differential system, (428). We then find that

ot (1) = k2 a0 %t F (9 n §>

2 \372
1 (m—3e)]!
+§ (o+p)— T:| ,
B =y =0,
5(t) = —— a(@r)® &1, (454)
a(t)

The coefficients of the Hamiltonian for the choice given
by (454) are

hi(t) = S = —hy(1),

K
o2(n)
L
h(e) = 3 <g—e—§).

The decoupled first-order differential system then yields
the following results:

(455)

a’ £,
rcosp) =Inb—e2" |},
a

rsin(2<p)=—/|:§ <€+§>+%(P+p)
t

2\3 2
—36)71/2
_m39) 6)} ar, (456)
a
where b is an integration constant. We then have that
E=20=—@G+ah
= — = a a .
o \/Ea
_ Y 5 ety X5 s At
H=—-a7 e P=——a e (a—a"). 457)
K V2

and therefore the commutator between the above observ-
ables is given by the expression

_ért
[E.H]=ia(t)¢

(458)

Finally, the total noises for £ and H are related to the
total noises for the vacuum state in the same way as before:

(W||AE*|W) = cosh (2r) (0| AE|*|0),
(459)
(W||AH*|W) = cosh (2r) (0[|AH|?|0),

where the function r is given by (456).

From (459), it follows that the total noise at a time 7 is
always greater than its vacuum value and that it increases
with r.

3.8 Milne Background

A particular class of the FLRW geometries dealt with in this
section merits explicit attention. This is the case analyzed
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by Milne, which contains a portion of Minkowski geome-
try. The metric is then FLRW-type, where the radius of the
universe, the three-curvature and the expansion are given by
the equalities

a(t) =t,
€ = +1,
3
6 = - (460)
respectively.

We will present only the following results:
3.8.1 Scalar Perturbations

In the case of scalar perturbations, the vorticity should van-
ish, which implies that the magnetic part of Weyl conformal
tensor will also be zero; thus, we have that

&oij = 0,

SH;j = 0. (461)

With the notations used before, the other perturbed quan-
tities are listed below:

Geometric Quantity:
SEij = E(1)Qij (%).

Kinematic Quantities:

5Vo = —5V° = Logo0 = LBHQE) + LY (1),
2 2 2
§Vie = V(1) Or(¥),
Sap = V(1) Qk(¥),
Soij = (1) 0ij (%),
80 = B(1)Q(X) + Z(1).

Matter Quantities:

80 = N(t) Q) + L(1),
Smij = Ed0i; = EX(1) 0ij(F),
5p = Adp,
Sqx = q(1) Qr(¥),

where we have used again the proportionality relation
between the perturbed anisotropic pressure and the shear;
we have also considered the standard formulation, in which
the perturbed pressure is proportional to the density. The
quantity B(t) is gauge-dependent and Y (¢), Z(¢) and L(z)
are homogeneous terms.
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With help of the quasi-Maxwellian equations, we obtain
the following system for the above quantities:

ALY S LD S L (462)
R 6 217
202 (1 € £
—(-+=)|E-2Z|+N+6g=0, (463)
3\3 ' m 2
.20 0?2 62 (1431
B+ —B+ —B{t)+—m¥+-——-N=0, (464)
3 6 9 2
2+E+§E—mﬂ/=0, (465)
1 € 3 9
V=|-+—)=—-ZB—-—yq, 466
<3+m> 927 2921 (466)
. 02
N+ (1 + 10N — 54 = 0, (467)
and
286% (1
gtog—aN—20 (L €50 (468)
9 3 m

The dynamical equations for the homogeneous terms
Z(t) and L(t) are written as follows:

20 1+ 3x 92
1+ )L

74+ =74+ ——"L+—Y=0, 469
+3Z+— + (469)
and

L+1+416L=0. (470)

Let us solve this system for the special simple case where
g = 0. From (468), we then have the dynamical equation
for g:

28602 (1
Py L (- + 5) T =0 @71)
9 3 m
Equations (460) and (467) give
N(t) = Not 30+%), (472)
where Ny is a constant.
From (471) and (472), we obtain the result
AN (1 e\ !
Tt)=-—"— (=4 —) I, 473
() 2% (3 + m) (473)

These results substituted in (463), we find that

N 3\ (1 -
E@) = _?0 (1 + ?) (3 + %) (30, (474)

Equation (462) becomes automatically valid if we use the
above results for N(¢), ¥(¢) and E(¢). Equation (465) then
gives W(t) as
v = 20 (1 + i)_l [—m 34) -

2m \3 m &
2+91)

- ] ¢~ (475)
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The constant Ng cannot be zero, since the result would
then be trivial. Equations (464) and (466) determine the
quantities B(¢) and V (¢) in terms of N(¢), W(¢) and X(¢),
B(t), respectively. Both quantities may be obtained if the
gauge-dependent function S(¢) is chosen. They are there-
fore “bad” quantities. The minimal closed set of quantities
for perturbations in Milne universe is

MG = (E, B, N, W},

The homogeneous part of (8p), L(¢), is directly deter-
mined by (469):
L(t) = Lot 30HM), (476)

where again L¢ denotes a constant.

The function Z(t), whose dynamics is given by (469),
can only be integrated by choosing another homogeneous
term (Y (¢)). That completes the solution for g = 0.

We can analyze the behavior of the above solution for
different values of A. The results are as follows:

I. A> —%:
E, ¥, N,and ¥ go to zero when t —> 00;
2. A=—
E, ¥, andW are constant; N goes to zero when ¢ —> 00;
3. —l<Ax< —%:
E, ¥, and ¥ diverge when t+ —> ooand N goes to zero;
4. X = —1 (vacuum X):
E, ¥, and V¥ diverge when t+ —> oo and N is constant;
5. X < —1 (unphysical situation):

E, ¥, N, and V¥ diverge whent — 00
3.8.2 Vector Perturbations

In this case, the original dynamical system, (354a—354e)—
(355a-355c¢), yields

E §2+29E+1( 2)H+1 0
—_ — — (m — Z€ _— :’
2473 242 49

) 0 & 1

) S+ 2)SH+E—-V=0,
+<3+2> + 2

s'2+9§2+1\11—o
3 2 7

.0 |
a+ln-te_Ss_o
3 27 4

4 1
g+ 309+ 5 m+20ET =0, 477

3

881

and
X+Q+2H =0,
E SE—FZQH—O

2 3 o
1 1
— m+2e)H+ -q=0. 478)
a? 2

We will present here only the three cases dealt with
in Section 3.5.4: the isotropic, irrotational and Stokesian
fluids. The results are as follows:

Isotropic Model: For ¥ = 0, we obtain
E(t) = ut™?
Kot
H(t) = —t
() >
W) =2put™?
qt) = —(m+2)ypt™3, (479)

where p is an integration constant and we have used
€ = +1. These functions of ¢ diverge when r — 0 and
become null for t — oo.

Irrotational Model: For 2 = 0, the acceleration ¥ is
also zero and

@) =vi 2ef,

—er.2 (1§
_ §r,=2 (" 4 >
E(t) =ve t <t+2>’

H() = —%t*ze*@,
g@t) = v(m+2)r *e 50 (480)

These functions also diverge when t — 0 and become
zero when t — o0.

Stokesian Fluid: If we consider g = 0, the only possible
solution is trivially zero. We conclude therefore that vec-
tor perturbations in Milne universes must have a nonzero
heat flux.

3.8.3 Tensor Perturbations

The original (393a-393c) yield a closed dynamical system
in the variable (E, X):

. £ E(0 & 1 B
§

L (2
S+ <§0+—)2+E=0,

> (481)

where H is given by the constraint
¥ =H.

We then have the following set of good quantities for
tensorial perturbations in the Milne background:

My ={E, H}.

@ Springer



882

Braz J Phys (2014) 44:832-894

3.9 WIST Model: Scalar Perturbations

This section deals with the dynamical system of the per-
turbed quantities that are relevant for complete knowledge
of the system. The resulting equations fully describe the
perturbation evolution, according to the quasi-Maxwellian
equations of gravitation.

In this case, we will assume that the background of the
model can be characterized by a source consisting of a
scalar field minimally coupled to the gravitational field. The
energy-momentum tensor for a minimal-coupling scalar
field is represented by a perfect fluid and it can be demon-
strated that the general linear perturbations of this fluid also
behave as a perfect fluid. This property of the source sim-
plifies the equations and the minimal set of observables
determining the scalar linear perturbations of the model can
be obtained from the following equations:

3 1
(E“ﬂ)‘+E"ﬁ—515’*(0‘(;/3)#+h"‘/3 = —§(P+,0)a°"3, (482)

| 1 2
(SUMV) + ghuv((saa);c( - Esa(u;u) + 5950',“; = —(SEHU,
(483)
and
(P + p)day = (8p) phf — p pd(hF).

The equations are considered to be linear in the perturba-
tions; so, to solve them, we will split the perturbations on the
scalar spherical harmonics basis defined by (273) in terms
of the conformal scale factor a(n). Since the model we are
investigating has an open three-section, the eigenvalue m
can assume the following values:

(484)

m=qg*+1, 0<gq<oo. (485)

With the scalar function Q, we can construct the vector
and tensor quantities Q, and Q,,,, respectively. Using this
base, we can expand the perturbations as follows:

SE,, = Z Eg 0, (486)
q
Sou =Y _0ig) @ Q. (487)
q
day =) W) PO (488)
q
and
(489)

§Vy = Z Vig) (q)Qu-
q

3.9.1 Dynamics

From now on, we will suppress the indices g to sim-
plify the notation. Substituting this decomposition in (482)
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and (483), after simple algebraic calculations (see Novello
[122]), we obtain the following dynamical system for each
mode of the variables E and X:

1
and
’ a
E =—"E— paXx. (491)
a

The prime denotes covariant derivative projected on V<.

This dynamical system can be compactly written in matrix
form as

(3) = (%),

The components of the matrix M are: M|} = 0; My =
—a+ (3+m)/(pa); Mz = —pa; My = —d'/a.

(492)

3.9.2 Hamiltonian Treatment

The examination of the perturbations of Robertson-Walker
geometries, using the variables associated to the perturbed
metric tensor 8g,,, admits a Hamiltonian formulation. In
this vein, it was shown in detail by Novello [123] that the
present formulation using variables E and X also admits
a Hamiltonian formulation. The usual way to do this is to
introduce auxiliary field variables as

(6)-()(E)

The matrix S with components «, 8, y and § is univocally
defined up to canonical transformations.

In matrix notation, in terms of the auxiliary variables, the
dynamical system becomes

(493)

() -=(5)
where
E=SMs' - g5 (495)

The requirement that (Q, P) be canonical variables
implies as necessary and sufficient condition that
!/

A
tr8=trmM+ N 0, (496)

where A is the determinant of S.
In our case, the Hamiltonian is given by the expression
21 0 812 9 &1
H=—"P" = —70"~ —~(PQ+QP).
The matrices M and S univocally determine H up to
canonical transformations. This freedom can be used to
simplify our analysis in each particular case.

(497)
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The background model we will investigate is asymptotic
flat in the limits of the conformal time n — +o00. Con-
venient canonical transformations can fix the functions of
the matrix S so that in the limit - —oo we obtain, for
each mode m, the Hamiltonian of an harmonic oscillator in
a Minkowski space-time. With this choice, the Hamiltonian
that describes the system reads

I , 1 py 2
H=-P +§ 8tanh(2n) + (m —7) + — | Q
a

2
+ [tanh(2n) + 1](PQ + QP).

A simple calculation using Hamilton’s equations then
shows that

(498)

QO () + [¢” — 3(tanh(27)2 — 1)] @ (n) =0, (499)
and
wy, (1) = ¢° = Vs (500)

The exact solution to (499) is given by the expression

Om(n) = AF (a1, by, c1, 2) + B sinh(2n) F (az, by, 2, 2)],

(501)

where F(ap, by, c1,z) and F(az, ba, ¢z, 7) are hypergeo-
metric functions with the parameters

3 1
CZIIZ va—l,az—z—i- —A/m
3 1 5 1
by =-——-vVm—-1,bp=—-—— -1,
L=y v 2T T v
_ ] _3 (502)
1 = 2’ = 2
The variable z is given by the expression
z = —sinh?(2n).
In the asymptotic limits » — £o00, we have that
li = —iqn 503
0 = im0, (1) = —=e (503)
and

Qi () = i Quu(n) = dy(m)e™" + da(m)e' . (504)

The expression for the amplitudes d;(m) and dp(m) in
terms of trigonometric and gamma functions is

. 2
Vag*+ 1T (%) sinh(rq/2)

| —

dy = ’
8 . 2
r (% + %) [sin(r(1 +ig)/4)° — sin(r(1 — iq)/4)°]
_ . 2 . ; 2
b4 = 2+ cos(mw (5 +iq)/4)* + cos(mw (3 +iq)/4) (505)

V4 [cos(m(5+iq)/4)? — cos(m (3 +iq)/4)?]

Using the scalar basis /,(x), the conjugate variables
Q and P, which describe our dynamical system, can be

expanded in terms of traveling waves according to the
following equations:

1 d®*m
o =— | o )3/2[Qm(n)l* X) + O (Nl )],
(506)
and
P = —= / o )3/2[P = (LX) A+ Py (D) (0],

(507)
3.9.3 Quantum Treatment of the Perturbations

The conjugate variables Q(x) and P(x) can be quantized,
following standard procedures, by transforming the mode
functions into operators (cf. Birrel [18]):

Ox. 1) = f/(zmm [y Q51 (%) + 8 Qb ()]

1 *m = * +
ayy PELY(X) + 4 Pl (0)].

P(Xﬂ)_\/— Q2 )3/2[m m°m

(508)

The classical canonical variables are replaced by oper-
ators P and (@ satisfying the commutation relations
[Qu, Pg] = ih(sotﬁ and [Qq, Op] = [Py, Pgl = 0, after
which we can define the creation and annihilation operators:

iF =[5 0u0) F Po),

with the new commutation relations [d, ,
lay . ag1 =14 451 =0.

Given the expansion (506), we can write two different
sets of functions corresponding to ingoing and outgoing
waves, given by

(509)

&;] = J8qp and

Hin _ L d’m * At

0" (x,n) = 75 Gon [ vl (X) + 85 vl (%) ]
(510)

and

out d3 — * e

0% (x,n) = f a7 ot 00 + Bl (01,
(511)

respectively.

The operators a, and by are related by Bogolyubov

coefficients «;, and B,
b = Cmlm + B *m A, (512)

which coefficients satisfy the normalization condition
lotn|> = 1Bm|* = 1.
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The two sets of isotropic mode functions u, and v,
form a base of in and out functions. We can write this base,
according to (503) and (504), as follows:

1
vy () = We"w"l”, (513)
m
and
ug(n) = di(q)e 1" + dy(q)e'". (514)

The “in” vacuum is described by the standard Minkowski
mode function and the mode corresponding to “out” vacuum
can be written as a linear combination of the basis vy:

ug = agvg — Bgv*y. (515)

3.10 Nonlinear Electrodynamics: Scalar Perturbations

Singularities appear to be inherent to most physically rel-
evant solutions of Einstein equations, in particular to all
black hole and conventional cosmological solutions (see
Hawking and Ellis [64]) known to this date. In the case of
black holes, certain models have been proposed to avoid
the singularity—cf. Bardeen [8], Barrabes and Frolov [10],
Cabo and Ayon-Beato [27] and, Mars et al. [91]. Nonethe-
less, these models are not exact solutions of Einstein
equations since there are no physical sources associated
with them. Many attempts have tried to solve this prob-
lem by modifying general relativity, for instance, Cvetic
[37], Tseytlin [156] and Horne and Horowitz [72]. More
recently, it has been shown that in the framework of stan-
dard general relativity, it is possible to find spherically
symmetric singularity-free solutions of the Einstein field
equations that describe a regular black hole. The source of
these solutions are generated by suitable nonlinear vector
field Lagrangians, which in the weak-field approximation
become the usual linear Maxwell theory demonstrated by
Ayon-Beato and Garcia ([5-7]). Similarly, in Cosmology,
many nonsingular cosmological models with bounce were
constructed that violated the energy conditions or validity of
Einstein gravity (see Section 2.4.2 for details).

In 2002, de Lorenci et al. investigated a cosmological
model with a source produced by a nonlinear generaliza-
tion of electrodynamics and succeeded to obtain a regular
cosmological model. The Lagrangian of such model is a
function of the field invariants up to second order—(85).
This modification is expected to be relevant when the fields
reach large values, as in the primeval era of our universe.
The model lies in the framework of the Einstein field equa-
tions and the bounce is possible because the singularity
theorems are circumvented by the appearance of a negative
pressure, although the energy density is positive definite.
Recently, a few papers started a detailed investigation of the
transition from contraction to expansion in the bounces of
several models (see Cartier et al. [32]).
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In particular, in Einstein general relativity, models with
stress-energy sources constituted by a collection of perfect
fluids and FLRW-like geometry were examined by Peter
and Pinto-Neto [131]. That paper claims that a generic result
concerning the behavior of scalar adiabatic perturbations
was obtained. The result is the following: scalar adiabatic
perturbations can grow without limit in two situations rep-
resented by the points where the scale factor attains its
minimum value and where p + p = 0. The first point corre-
sponds to the moment at which the Universe passes through
the bounce; the second corresponds to the transition from
the region where the null energy condition (NEC) is violated
to the region where it is not. However, these instabilities
are not an intrinsic property of generic models with bounce,
but a consequence of the existence of a divergence already
in the background solution, when the source is described
as a perfect fluid. We next show a specific example of a
model with bounce, generated by a source representing two
noninteracting perfect fluids, that has regular perturbations.

3.10.1 The Model

We set the fundamental line element as an FLRW metric.
According to the definitions in Section 2.4.2, we rewrite the
Einstein equations and the equation of energy conservation
written for this metric as follows:

@ 2+ c 1 —0 (516)
a a? 3,0y— ’

i [(a\* e

2—+<—> & iy =0, (517)
a a a

and

, a

Py +3(py + py)= = 0. (518)

Insertion of (87) and (88) in (518) yields (89) for the
magnetic field, where H, is an arbitrary constant. With this
result, (516) can be integrated. For ¢ = 0, the solution is
given by (94).

The interpretation of the source as a one-component per-
fect fluid in an adiabatic regime raises difficulties (see Peter
and Pinto-Neto [131]). The sound velocity of the fluid in
this case is given by the equality

(%) N
3/Oy ,éy 9(:0;/ + Py)

This expression, involving only the background, is not
defined at those points where the energy density attains an
extremum given by ¢ = 0 or p, + p, = 0. In terms of
the cosmological time, they are determined by ¢+ = 0 and
+rc = 12a/kc?. These points are well-behaved regular
points of the geometry, which indicates that the description
of the source is not appropriate. This difficulty can be cir-
cumvented if one adopts another description for the source

(519)
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of the model. This can be achieved by separating the part
of the source related to Maxwell dynamics from the addi-
tional nonlinear term dependent on a on the Lagrangian.
The source then automatically splits in two noninteracting
perfect fluids:

T =T,, + Ty, (520)
where
T;}v = (o1 + pDVuVy — P1&uvs (521)
T,fv = (o2 + p2)VuVy — P28, (522)
and
1 2
p1=-H", (523)
2
1 2
pr=_-H", (524)
6
p2 = —4aH*, (525)
and
20
p=—ZaH". (526)

Using the above decomposition, it follows that each one
of the two components of the fluid independently satisfies
(518). This indicates that the source can be described by two
noninteracting perfect fluids with equation of states p; =
p1/3 and po» = 5p2/3. The equation of state for the second
fluid should be understood only formally as a mathematical
device to allow a fluid description.

3.10.2 Gauge Invariant Treatment of Perturbation

The source of the background geometry is represented by
two fluids, each having an independent equation of state
relating the pressure and the energy density. Following stan-
dard procedure, we consider arbitrary perturbations that
preserve each equation of state. Thus, the general form of
the perturbed energy-momentum tensor is written in the
form

8Th, = (1+)8(0i Vi Vi) — Ai8(piguv)-

The background geometry is conformally flat. Therefore,
any perturbation of the Weyl tensor is a true perturbation
of the gravitational field. It is convenient to represent the
Weyl tensor Weyg,, in terms of its corresponding electric
E,, and magnetic H,,, parts because these variables have
the advantage that their perturbations are gauge invariant,
since they are null in the background (Hawking [65]).

Since the equations of motion for the first-order per-
turbations are linear, it is useful to develop all perturbed
quantities on the spherical-harmonics basis. Here, we will

(527)

limit our analysis to perturbations represented on the scalar
basis, which we also take from Section 3.4.

In the case of scalar perturbations, the fundamental set of
equations determining the dynamics of the perturbations are

(BEL")" huh® + (ES") hyh + 6 (SE” + 557 )

1 1
= 5o + p1)dol? — 502+ p2) 863?,

(528)
1
(O Eqy + SEg,)h™ W™ = = (3p1 + 8p2) uh™
1. 1.
—§p18v‘f — gpzévg, (529)
(501 ) " (302 ) L a1 sa9).
v 7y 3w (04, 2 )i
1 1 2
-3 (3adys + 802 5) huhoy”
2
+36 (&;,iv + (ij) — —SE., —SE2,
(530)
s 1 _
=118 (p,gh* 1) + (14 A1)pd — a, =0, (531)
8 2 _
228 (p.ph’ ) + (1 + 12)p8 —ay, = 0. (532)

The acceleration a*, the expansion 6 and the shear o, in
the above equations are parts of the irreducible components
of the covariant derivative of the velocity field.

The expansion of the perturbations in terms of the spher-

ical harmonic basis is given by the equations>°

sp=N@1®)OQ, (533)
SVE = V('™ Q 4, (534)
sa* =V h*Q ,, (535)
SE* = E(t)P™", (536)
o™’ =X (@)PH, (537)

3.10.3 Dynamics

After presenting the necessary formalism, we shall start
to analyze the perturbations of the previously described

30Since we are dealing with a linear process, each mode can be
analyzed separately.
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bouncing cosmological model. Using the above expansion
in (528)—(532), we obtain the following results:

2

a
E\+ E, = Ni+ Na— Vi — ;o V), 538
1+ E2 6e+k2(1+2'011'022) (538)
. . 1 14+ A1
E1+E2+§9(E1+E2)=— 2 p121
14+ A
—< );0222, (539)
2

1+ 3 —Vi—Vo=—E| — Ey, (540)
—M (N1 = p1V) + (1 + A1) o1 Vi =0, (541)
and
—A2 (N2 — p2Va) + (1 4+ 42) p2 V2 = 0. (542)

These equations can be rewritten in a more convenient
way as follows:

. 201 (3€ + k2
a’(l+x)p

. 201 (3€ + k?) )
So=—|———"—"""+4+1) Es, 544
? <a2<1 + A ’ e
. 1 1
E1+§9E1 =—§(1+)»1),0121, (545)
and

. 1 1
E> + §9E2 =3 (I +X2) p2%2, (546)

The whole set of scalar perturbations can be expressed
in terms of the two basic variables: E; and X;. The corre-
sponding equations can be decoupled. The result in terms of
the variables E; is the following:

L A3 . [243A 2
Ei + — leEi+|: 5 ’92—<§+Ai>m

1 (3e + k>)A;

:| E;, =0. (547)

There is no sum over indices and j # i in this expression.
In our case, A; can take the values A; = (%, %) In the first
alternative, the equation for E1 becomes

2
Ei+ geél + [%02 —pl—pr— %] Eqy=0. (548)

We should analyze the behavior of these perturbations
in the neighborhood of the points where the energy den-
sity attains an extremum. This means not only the bouncing
point, but also the point at which p + p vanishes. Let us start
by examining the bouncing point t = 0.
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If we consider up to second-order terms in perturba-
tion theory, the expansion of the equation for E; in the

neighborhood of the bouncing is given by the expression:
Ei +actEy + (b +bit*)Ey =0, (549)

where the constant a, and the parameters b and b; are
defined as follows:

5
ae = 2_t3 (550)
po (551)
B \/EHOtc ’
and
b = b 3 (552)
YT T ad
Defining a new variable f as
oy =Eexp| [ %=L b - @ | (553)
= L[ p 2 o\t 4 )
and transforming the time coordinate as follows
2
g=—i|b -2 (554)

4

we obtain the following confluent hypergeometric equation
(cf. Abramowitz and Stegun [1])

Ef+1/2—8f +ef =0, (555)
where
__ib—ay2) 1
e = M= (556)
The solution to this equation is
2
f@®) = fo M [a’, 1/2, —i (,/41)1 — ag) %] , (557)

where f, is an arbitrary constant and M[d, 1/2,£&] is a
confluent hypergeometric function.

The confluent hypergeometric function is well behaved
in this neighborhood and so is the perturbation E(¢), given
by the equation

2
i) =9 {fo M [d, 12, ~i ( fabi - ag> ’3]

2
exp —Z—“Jr% bl—% 2L (558)

For the perturbation E, in the same neighborhood, the
procedure we followed before results in the following
equation:

B> + act By + (b n b1t2> E» =0. (559)
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This is the same equation we obtained for E1, except for where the parameters a., b and b are now
the values of the parameters a., b and by, which in this case 9
are a=—, (572)
9 4¢.
ac =7, (560)
x po 3 (3 A (573)
3 m2 B tc 4tC 6H0 ’
b=——5——, (561)
212 V6 Hot, and
and 5V3 (1 2
5 blzi S (574)
b Sm 5 (562) 2t2 \t. 6Hp
|1 =—=—=— 7
2 Hov6 1 This equation differs from (564) only in the numerical
The solution in this case is, then, values of the parameters a., b and b;. We therefore obtain
2 the same regular solution
Erx(t)y =N {fDM [d, 1/2, —i <,/4b1 — aZ) 5]
_ 2
. 2 Ey =0 |exp (—a—ct) wo AiryAi —M .
exp | — [ %L b =2 |2 (563) ’ o
4 2 4

Again, the confluent hypergeometric function is well
behaved in this neighborhood and so is the perturbation
E>(t). At the neighborhood of the point r = ¢., the equation

for the perturbation E7 is
Ei+acEy+ (b+bit) E; =0, (564)

with parameters a., b and b; now given by the equalities

5
=, 565
dc 41, ( )
3 3m?
be — =5 — v/3m , (566)
4t 6Hyt,
and
3(m?> 3
b = “/—; (m— _ —> . (567)
412 \3Hy 2t
This equation differs from (549) and (559), which were
obtained in the neighborhood of + = 0. To proceed, we
transform the variable as follows:
act
E((t) = w(t)exp (—7) (568)
The differential equation for the new variable is
W+ (b — (ac/2)* + bi)w = 0. (569)
The solution for this equation is
b — (ac/2)* + byt
w(t) = |:w0 AiryAi (— (ac b/ . /)3 + o1 )] . (570)

The AiryAi are regular well-behaved functions in this
neighborhood and also the perturbations Ej.

Finally, we look for the equation for E; in the neighbor-
hood of t = £y and it becomes

E>+acEy + (b + bit) E» =0, (571)

(575)

To summarize, there recently has been renewed interest
in nonsingular cosmology. In response, a few authors have
argued against these models based on instability reasons.
Peter and Pinto-Neto [131] have argued that a rather gen-
eral analysis shows that there are instabilities associated to
some special points of the geometrical configuration. They
correspond to the bouncing points of the model and maxima
of the energy density, where the description of the mat-
ter content in terms of a single perfect fluid fails to apply.
In the present paper, we have shown, by direct analysis of
a specific nonsingular universe, that the result claimed in
the aforementioned paper does not apply to our model. We
took the example from De Lorenci et al. [39], who showed
that a nonlinear electrodynamic theory avoids the singu-
larity. We have used the quasi-Maxwellian equations of
motion—cf. Novello et al. [122—-124]—to analyze the per-
turbed set of Einstein equations of motion. We have shown
that in the neighborhood of the special points at which a
change of regime occurs, all independent perturbed quanti-
ties are well behaved. Consequently, the model presents no
difficulty associated with instability. This paves the way to
investigate models with bounce in more detail and to con-
sider them as good candidates to describe the evolution of
the Universe.

4 On the Role of Initial Conditions to the Equivalence
Theorem

In this section, we briefly discuss the explicit question that
arises in perturbation theory: how do the Einstein equations
determine the Weyl tensor, if they contain information only
on the traces of the curvature tensor?
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The Einstein equations relate the energy-momentum ten-
sor with the traces of the curvature tensor (local quanti-
ties), leaving the remaining components of curvature tensor,
which correspond to the Weyl tensor (a nonlocal quan-
tity), undetermined. However, this indetermination is only
apparent, because Bianchi’s identities relate the traces of
the curvature tensor with the Weyl tensor via (9). Notice,
however, that this relation involves partial derivatives. Thus,
substituting the Einstein equations into (9), we obtain the
set of equations that involves the energy-momentum and
Weyl tensors, which leaves the traces of the curvature out—
see (10). These equations are direct consequences of the
Einstein equations, but not equivalent to them, in princi-
ple. In order to establish the equivalence, it is necessary
to impose an appropriate initial conditions—see details
concerning Lichnerowicz’s theorems in [88].

From the mathematical point of view, the problem is
automatically solved. It is not solved, however, from the
physical viewpoint because the mathematical solution calls
for initial conditions that have to be determined from empir-
ical data on a Cauchy surface. More specifically, the empir-
ical data determine the initial conditions of the physical
system that we want to describe taking into account the
curvature and energy-momentum tensors. Actually, these
empirical data are precisely the curvature tensor of space-
time and the energy-momentum tensor. Since the curvature
tensor has 20 independent components, we are faced with
the following question: how can we determine the Cauchy
data specifying the metric components g;; and their first
derivatives with respect to time g;j,0 (i, j = 1,2,3)? The
Einstein equations are differential equations for the metric
potential g,,; they give no information about the curva-
ture tensor as an initial condition and then, this situation
imposes serious ambiguity on the determination of bound-
ary conditions. This ambiguity clearly appears in analyses
of gravitational waves and can be consistently revealed even
in simple instances of perturbation theory, in which the
gravitational theory is linearized. Indeed, if we consider
an exact solution with a perfect fluid as source of curva-
ture, the perturbed equations describing gravitational waves
reduce to

SR,y = 0. (576)
In the QM formalism, (576) yields
1
SWPIY = == (0 + P)8Vii1a V- (577)

Equations (577) are not precisely equivalent to (576)
because they consider distinct initial conditions. Besides,
(577) has a kind of “source” for the gravitational field
(in this case, due to coupling terms with shear tensor)
that is absent in Lifshitz perturbation theory. To eliminate
this ambiguity by means of clear examples, we have to
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resort to two recent papers on tensorial perturbations of
isotropic metrics using the QM formalism [70, 133, 134].
The authors used null coordinates to analyze tensorial per-
turbations in the Robertson-Walker metrics and encountered
a gravitational-wave type of solution different from the solu-
tions obtained via the Bardeen method of gauge-invariant
perturbations [9, 50]. The definition of gravitational waves
in [70, 133, 134] leads to no restriction on the equation of
state of the fluid on the isotropic background, the oppo-
site of what was obtained by [17, 159], in which the sound
speed is equal to the velocity of light. As we have explained,
this difference can be associated with the different bound-
ary conditions in each approach, which are fundamental to
consistently define gravitational waves in each case. We will
not discuss the two papers in detail, but we would like to
emphasize the question: in a nonlinear regime of gravita-
tional theory, how can we translate the information con-
tained in the non-null Weyl tensor in terms of the perturbed
potential §g;;?

In other words, GR does not contemplate in its boundary
conditions any kind of information about intrinsic accel-
erations of a given configuration in the manifold, which
would lead to the development of a nonlocal description
of the space-time, as suggested by [20, 33, 93, 94]. This
type of information must explicitly be given to the QM
formalism because these equations have partial derivatives
of the energy-momentum tensor and contain higher-order
derivatives of the metric tensor in the dynamics.

5 Concluding Remarks

During the entire history of the quasi-Maxwellian equations
of general relativity, they have only been considered as an
alternative approach, equivalent to the Einstein equations,
although perhaps more complicated. However, even Jordan
and his collaborators knew the importance of this issue, as
evidenced by the following quote: With this paper, we start
an enterprise which, considering the present state of the sci-
entific development of this field, is of some urgency. We want
to collect and describe all those exact solutions which are
dispersed in the literature and thus probably, in their com-
pleteness, known to very few authors only [79, 80]. After all
these years of their seminal work, we summarize here all
the work that has been done in this area showing that this
formalism is actually as powerful as the standard one, since
the well-known solutions of GR are easily regained from
QM-formalism.

In the case of conformally flat universes, whether singu-
lar [122] or not [120], this approach is more convenient to
treat all types of perturbations (scalar, vectorial and tenso-
rial). It reduces the dynamics to a pair of equations in X
and E, which are physically meaningful variables providing
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a dynamical planar system and a reparametrization of these
variables allows to establish a gauge-invariant Hamiltonian
treatment for the perturbation. In particular, a few years ago,
the interest on nonsingular cosmology was renewed. We
showed that the corresponding models are completely sta-
ble, on the basis of results obtained from the QM-approach.
In the case of the Schwarzschild metric [83] as well as
in the Kasner case [100], it is also possible to use the
Stewart Lemma [148] to apply this method and obtain
significant results.

There are many areas of research on this topic. Some of
them concern the development of deep analogies between
QM-equations and the Maxwell theory [60, 61]. Another
topic concerns modifications on the dynamics of general rel-
ativity suggested by Bianchi’s identities for the Weyl tensor
[108]. Most of these issues are still under development.
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Appendix A: An Example of Further Developments
in the QM-Formalism

This appendix presents an example in which the QM-
formalism is modified and the analogy with the electromag-
netism is strengthened. Modifications of this kind indicate
alternative, more intuitive ways to solve problems appear-
ing in general-relativity theory. We present an enlightening
example next.

Electrodynamics is the paradigm of field theory. Its the-
oretical and experimental properties have been simulated
and sought for in many other theories and in particular in
the analysis of gravitational phenomena. Much work has
been done along this line, which discusses the resemblance
between electrodynamics and gravidynamics.3! However,
it seems possible to further improve this similarity, as we
shall show.

In this vein, we review here a modification of Einstein’s
theory of general relativity under certain special states of the
geometry of the space-time. Since the original proposal of
Einstein’s geometrization of gravitational processes, many
physicists have discussed alternative models of gravita-
tion. The kind of theory we shall analyze here is given by

31This resemblance is far from being accepted by all physics commu-
nity. Indeed, in the final session of the 1972 Copenhagen International
Conference on Gravitation and Relativity, A. Trautman argued that
perhaps many of the difficulties of gravitational theory may be due to
the extension of this similarity to all aspects of both fields.

means of the metric properties—represented by a symmetri-
cal metric tensor g, (x)—and by two other functions, &(x)
and p(x), which are independent of the metric,32 but have
intimate connection to the space-time.

For pedagogical reasons, we find it convenient to limit
our considerations to the case in which both ¢ and u are con-
stants. The meaning one should attribute to these two con-
stants comes from direct analogy with the dielectric and per-
meability constants of a given medium in electrodynamics.

We shall simplify the model by merely stating that & and
@ can be provisionally identified with the characteristics
of certain states of tensions, in free space-time, due to an
average procedure on (quantum) properties of gravitation.

In other words, ¢ and p are interpreted as the result—in a
macroscopic level—of some sort of averaging microscopic
field fluctuation.® This is perhaps not difficult to assume if
we can say exactly how the equations of motion of gravity
phenomena must be modified by them, as we shall do later.
We remark that we are not supporting this interpretation but
merely suggesting it as a provisional sursis of the model.

We shall describe gravitational interaction®* by means of
a fourth-rank tensor Qug,v. We shall set up its algebraic
properties and give its dynamics. It is possible to separate
this tensor, for an observer moving with four-velocity V#,
into four second-order symmetric trace-free tensors Eqg,
Byg, Dog and Hyg. The principal result is then obtained
by showing that it is possible to select a class of observers
with velocity ¢# in such a way as to have equations of
motion for Qyg, similar to the Maxwell equations for the
electrodynamics. That is, for Eqg, Dyg, Bug and Hyg sep-
arated into two groups: one containing only Eyg and Bug
(and their derivatives) and the other containing only Hyg
and Dyg (and their derivatives). These equations have the
same formal structure of Maxwell’s equations in a given
general medium. We therefore come to the conclusion that
the present theory has a class of privileged observers in
which gravitational field equations admit this simple sep-
arated form. Any other observer, which is in motion with

32This hypothesis is made here only for simplicity. It is an over-
simplification under certain drastic situations, such as very strong
gravitational fields.

3BWe are, perhaps, in a situation similar to that experienced by
Maxwell, a century ago. His theory described the electromagnetic
fields in the interior of substances by means of the same type of fields
in vacuum and by characterizing the distortion produced by the mat-
ter on the fields, as given by macroscopic quantities: the dielectric
constant epax and the permeability pnax (the shorthand “Max” rep-
resents “Maxwell”). It took many years before Lorentz—who had the
atomic theory of matter at his disposal—made Maxwell’s theory rig-
orously understood by averaging properties of microscopic fields on a
macroscopic scale.

3In the present review, we shall limit ourselves to the sourceless
case, i.e., the so-called vacuum gravitational fields. A generalization
to include matter is straightforward and presents no difficulties.
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respect to £#, mixes the terms Eqg, Dyg, Hyg and B,g into
the equations. This situation could be thought of as defining
a new type of ether. However, unlike the ether of the pre-
Einstein epoch, our ether is not a substance, but it is only a
preferred frame of observation.

In the remainder of this presentation, we discuss in some
detail a very particular situation of these tensors, that is, the
case in which they can be reduced to two tensors plus two
constants: ¢ and u. Then, we show that Einstein’s theory is
obtained from this for a particular set of values of ¢ and p,
that is, ¢ = u = 1. It is in this sense that we can call this
theory a generalization of Einstein’s gravidynamics.

Al The Q-Field
Al.1 Definitions

Let us define in a four-dimensional Riemannian manifold
a fourth-rank tensor Qug, described by an observer V#
in terms of four second-order tensors Eqg, Dyg, Hyp and
By . We set, by analogy with the irreducible decomposition
of the Weyl tensor, that

[
Qup HY — VieDg) Lyl Vie Eg) eyl 4 S[gEE}
~Nappo VP BV — 07 H o0 Ve (AL

The tensors Eqpg, Dyg, Bypg and Hyg, represented below
by X, satisfy the following properties:

X%, =0, (A2a)
xX*Pv, =0, (A2b)
Xa'g = Xﬁa. (A2C)

We can write Dyg, Eqg, etc. in terms of Qqg,. and projec-
tions on V* like, for instance

Daﬁ = - Qsauﬁ %

and so on.
Al.2 Algebraic Properties

From the definition (A1) of Qug,., we directly obtain the
following properties:

Qup "’ = —0pa ™, (A3)
Qup "' = —Qup ", (Ad)
O%gav = Epv — Dy, (A5)
0% =0 (A6)

@ Springer

Al.3 Dynamics

By analogy with Einstein’s equations in vacuum, we impose
on Qyguy the equation of motion?>

Q. =0 (A7)

Now, we shall use the above properties to project the sys-
tem of (A7) parallel and orthogonal to the rest frame of
a selected observer with four-velocity ¢# from the whole
class of V#*. We impose that the congruence generated by
£ satisfy the properties.

ey, =41, (A8a)
1

Wap = 5 hig * hg) £ = 0, (A8b)
1 A &

Qaﬁ = 5 h(a /’lﬂ) K}L;g = O, (ASC)

M= H 0" =0. (A8d)

where h,,, is the projector in the plane orthogonal to £+,
that is

h/j,u = 8uv — Eugv (A9)

So, the congruence generated by £, is geodesic, irrotational,
nonexpanding and shear-free. The reason for selecting such
a particular class of observers will become clear later. Then,
(A7) takes the form

Dypvh*’h®, =0, (A10a)
Daphly b+ iy ney YTy Heg:y =0, (A10b)
Buyunh" he =0, (A10c)
B hyuio hoagy —h & n 2y P pErasy =0, (A10d)

in which a parenthesis means symmetrization.

This set of equations has a striking resemblance with
Maxwell’s macroscopic equations of electrodynamics.
Indeed, we can formally understand the above set as having
the form [79, 80]

V.-D=0, (Alla)
D-VxH=0, (A11b)
V.-B=0, (Allc)
B+VxE=0, (A11d)

where the symbol — is put over D, E, etc. only to represent
its tensorial character; the V operator represents the gener-
alizations of the usual well-known differential operators.
We can therefore understand the reason for selecting the
above privileged set of observers, given by the tangential
vector £/*. Only for this class of frames does (A7) take the
form (A10a—A10d). Any other observer which is in motion

3Indeed, as we shall see, in the case Eqg = Dy and Bapg = Hyp,
Qqpvy can be identified with Weyl’s tensor and (10) reduces to
Einstein’s equation in the vacuum.
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with respect to £# will mix into the equations of motion
of the set of tensors (Eqg, Byg) with the set of tensors
(Dypg, Hyg). So, it is in this sense that there is a natu-
ral selection of observers, with respect to the equation of
motion satisfied by Qugiv-

Al.4 ¢ and u States of Tension

A particular class of states of space-time occurs in the case
in which there is a linear function relating the tensors Byg
with Hyg and Eug with Dyg by the intermediary of two
constants, ¢ and u.

We set
By = nHy., (Al2a)
D) = eHy;. (A12b)

If we put expressions (A12b) into definition (A1) of Qugvs
a straightforward calculation shows that it is possible to
write Quguy in terms of the Weyl tensor Wyg,, and its
“electric” and “magnetic” parts .5 and Heg, if we identify
the tensor Eqpg with £y and H,g with Hyg. Then, we can
write

Qup = Wog" + (e — ey £ £

+(1 = W nappo HOH €7007 (A13)
where
[t ovl
Wos'" = 201 £ 10 + 55 £
—Napro CHOWLT — PO H 1 Ly (A14)
and, consequently,
Eap = —Waupnt™0", (A15)
1 o A
Haop = = Nap p Wp(,/g)f”ﬁ (A16)

2
The resulting equations of motion (13)—(14) turn into the
set:

Eauph™ h, = 0, (Al17a)
e€auhly hl + hiy 1 € gy =0, (A17b)
Haplph""he =, (Al7¢)
uHeayhly hY = h n " €pEraiy = 0. (A17d)

By the same argument that guided us to (A10a—-A10d), we
see from the above set that we can identify ¢ as being the
gravitational analogue of the dielectric constant of electro-
dynamics and p as being the permeability of space-time.

Now, we recognize in (A17d) Einstein’s equations for
the free gravitational field for the particular case in which
e=p=13%

36This equivalence is only complete if we impose as initial date the set
R,,» = 0 on a given space-like hypersurface.

So, it seems natural to interpret (A17d) for the gen-
eral case (g, u different from unity) as the equations for
the gravitational field on states of space-time that are
macroscopically characterized (in the sense discussed in the
introduction) by the two constants ¢ and .

Al.5 Conformal Behavior of Quguv

A conformal transformation of the metric g4, is given by
the map
guv(X) — G (¥) = Q2 (X) g (%)

g’ (x) — g (x) = Q2 (0)g" (v) (A1)

Since we can set 7, ﬂ“ " as independent of the conformal
transformation,

~ uy v
Nug = Nap

It is then easy to see that the electric and magnetic parts
of Weyl tensor remain unchanged,

Euv = —Wpo PE° = &, (A192)
. 1 ~ o
Huw = —3 Uuapa "V,OUW»KO%A = Huv, (A19D)

2

where we have used conformal transformation of the veloc-
ity £#* as usual,

M= len (A20)

As a consequence of the above mapping, Qg behaves,
under the conformal transformation, as the Weyl tensor,

Oupv(x) = () Quppn (¥). (A21)

A2 Gravitational Energy in an ¢ — u State of Tension

There have been many discussions, since Einstein’s [46, 47]
paper, concerning the definition of the energy of a given
gravitational field. We do not intend to discuss this subject
here but we shall limit ourselves to considering one reason-
ably successful suggestion by Bel [12] for the form of the
energy-momentum tensor of gravitational radiation.

The point of departure [12] comes from the similitude
of the equation of motion of gravity and electrodynam-
ics. He defines a fourth-rank tensor 7%V given in terms
of quadratic components of the field (identified with the
Riemann tensor) and written in terms of the Weyl tensor
webny,

Bel’s super-energy tensor takes the form:

1

TeBmY ZE {WOIMMT Wﬁp Vot W*Ot,OMUW*ﬁp Uo} , (A22)

where * is the dual operator. Note that the symmetry of the

Weyl tensor (Wa*ﬂw = Waﬂ;j) = *Wqppuv) does not hold

@ Springer
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for Qupuv. This is related to the lack of Quguv # Ouvap
symmetry. Indeed, we have that

1
Qi " = Wag " + 5 (e = Diappo €17 €711 2"

o

1
+§ (1— M)”laﬂpa UPUSGES/HEM A

and

* 1
Oup W ‘,Vﬂ;3 m 5(8 _ 1),711«;0@[06 EPLLp yol

67

1
+§ (1 - I‘L)nﬂupa r]aﬂgrESHT lp ZU]
Then we have that

Qaﬂ;vgﬁzu = oz‘iuvgﬂzv = Hotl/- ’

Qupeat’t” = 1 Hee .

This 7%V tensor has properties that are very similar
to the Minkowski energy-momentum tensor ofelectrody-
namics. The scalar constructed with TV and the tangent
vector £Y, for instance, takes the form

Uy = TP e, 850,0, (A23)
and gives the “energy” of the field
Uy = %(82 +H?), (A24)
where
Er = E,pE°P. (A25a)
H? = HopHP. (A25b)

In the context of the present extended theory, for a space-
time in the state ¢ — u of tension, we are led to modify Ty
into @*P1V defined in an analogous manner by the equality

afuv 1 apuo yB v oa*puoc xy7B v
0 = { QWP o+ QT W, L (A26)

Then, the energy U, ) as viewed by an observer £/ will

be given by the relation

1
Uy = 0P 0a LpL, 0, = 3 (852 + qu) (A27)

in complete analogy with the electrodynamical case in a
general medium.
We would like to make an additional remark by present-
ing two special properties of @*f#Y
1
®aﬂ(xu = 5(] — 8)8p0W/3ng s
0 =0%,,=0.

(A28a)
(A28b)

Property (A28a) states that not all traces of @*A*V are
null for a general state of tension of space-time and that
the non-null parts of the contracted tensor are independent
of the “permeability” x. The second property (A28b) states
that the scalar obtained by taking the trace of @*F1¥ twice is
null, independent from the state of tension of the space-time.

@ Springer

A3 The Velocity of Propagation of Gravitational
Disturbances in States of Tension

To determine the velocity of gravitational waves in ¢ — u
states of space-time, let us perturb the set of equations
(A10a—A10d). The perturbation will be represented by the
map:

g;u} — gp,v + (Sg/u) ) (A29a)

Huy —> Huw +5H o (A29b)
where 8&,,,,, §H,,» are null quantities. Then, (A10a—A10d)
are transformed into the perturbed set of equations

86, P.p~0, (A30a)
e8Eqy + % hinp "7y 8Hrp <0, (A30b)
Mo P p~0, (A30c)
M — % h "7 Enip <0, (A30d)

where the covariant derivative is taken in the background—
and we limit ourselves to the linear terms of the
perturbation.

Now, let us specialize the background to be the flat
Minkowski space-time.3’7 In this case, the covariant deriva-
tives are the usual derivation and we can use commutative
property to write:

.. 1 .
e8&ap + 5 hiunlg) €odHurp X0 (A31)

2
by taking the derivative of (A30b) projected in the privileged
direction £*.
Multiplying (A30d) by the factor

a
E)an/s) yar’el’ PR

1
—h
21 0x°

we find that

1 .
Ehl(}a ng) YoTe, 8Hyv,(r

1
CAp Iy 1) 7T Ll ph® (y My VPP88ye o X 0.
(A32)
Substituting (A31) into (A31) we finally find that
. 1
88y — — V2864, =0, (A33)
ej

where V? is the Laplacian operator defined in the three-
dimensional space orthogonal to £/.

In the same way, an analogous wave equation can be
obtained for Hy,. From (A33), we obtain the expected

3TWe are certainly not considering a usual Minkowski space-time.
Here, we are considering a more complex structure that takes into
account the fluctuations of space-time (as in quantum gravidynamics).
These fluctuations are assumed to be represented on an average by the
macroscopic quantities ¢ and u, as stated in the introduction.
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result: the velocity of propagation of gravitational waves in
&, u states of tension of space-time is equal to 1/,/e.

The set of privileged observers that we dealt with here
may be enlarged by somehow weakening the defining
conditions [see (A8a—A8d)]. This point deserves further
investigation.
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